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Abstract

Quantum walks have been a theme of great interest in quantum computing. The

development of quantum search algorithms represents the main application of these

quantum walks. Based on quantum walks, these search algorithms have shown promising

results, providing efficient solutions to complex problems. However, some theoretical and

practical challenges still need to be overcome. This thesis comprises four scientific articles

that use quantum walks, defined in a discrete-time space, as search algorithms. Initially,

we applied a quantum walk on a complete graph to develop a quantum search procedure

capable of finding a set of synaptic weights that train a classical artificial neural network.

Some advantages of using quantum walk as a search procedure for a set of synaptic weights

can be highlighted: avoiding stagnation in local minima, knowing in advance the number

of iterations required to obtain a solution, and guaranteeing a valid solution by the end of

the procedure. However, to apply the quantum walk on the complete graph to search for

synaptic weights, it is necessary to map its vertices onto an n-dimensional grid to define

their locations. This is because, by definition, in a quantum walk on a complete graph, the

vertices are indistinguishable, incurring an additional cost. To reduce this cost, we decided

to analyze the lackadaisical quantum walk on the hypercube, as it can be reduced to a walk

on a line, thereby decreasing its complexity. Since the goal is to search for multiple weights

and because the lackadaisical quantum walk depends on a weight value for the self-loop, we

proposed an ideal weight value for searching multiple vertices, achieving maximum success

probabilities close to 1. Furthermore, the results show that if the vertices constituting the

solution are also adjacent, the maximum success probability is compromised. Observing

this behavior regarding the adjacency of solutions, we investigated the use of multiple

self-loops at each vertex of the hypercube and proposed a new search algorithm based

on the lackadaisical quantum walk with partial phase inversion. Initially, we applied this

proposal to search for non-adjacent vertices. With this new approach, we also proposed

two new weights, achieving maximum success probabilities close to 1. Subsequently, we

applied the algorithm in two scenarios: a search for adjacent and non-adjacent vertices,

and a search exclusively for adjacent vertices. We achieved maximum success probabilities

close to 1 even in cases where the solution vertices were adjacent.

Keywords: Quantum Computing. Artificial Neural Networks Training. Quantum Walk.



Quantum Search Algorithm. Lackadaisical Quantum Walk. Multiple Self-loops. Partial

Phase Inversion. Adjacent Marked Vertices



Resumo

As caminhadas quânticas têm sido um tema de muito interesse na computação quântica.

O desenvolvimento de algoritmos quânticos de busca representa a principal aplicação

dessas caminhadas quânticas. Com base em caminhadas quânticas, esses algoritmos de

busca têm mostrado resultados promissores, fornecendo soluções eficientes para problemas

complexos. Contudo, alguns desafios teóricos e práticos ainda precisam ser superados. Esta

tese compreende quatro artigos científicos que usam caminhadas quânticas, definidas em

um espaço de tempo discreto, como algoritmos de busca. Inicialmente, aplicamos uma

caminhada quântica em um grafo completo para desenvolver um procedimento quântico

de busca capaz de encontrar um conjunto de pesos sinápticos que treinam uma rede

neural artificial clássica. Algumas vantagens da utilização das caminhadas quânticas como

procedimento de busca para um conjunto de pesos sinápticos podem ser destacadas: evitar

estagnação em mínimos locais, o conhecimento prévio do número de iterações necessárias

para obter uma solução, e garantir uma solução válida ao final do procedimento. No entanto,

para aplicar a caminhada quântica em um grafo completo com o objetivo de buscar pesos

sinápticos, é necessário mapear seus vértices em uma grade n-dimensional para definir

suas localizações. Isso ocorre porque, por definição, em uma caminhada quântica no grafo

completo, os vértices são indistinguíveis, acarretando um custo adicional. Para reduzir este

custo, decidimos analisar a caminhada quântica lackadaisical no hipercubo, pois ela pode

ser reduzida a uma caminhada em uma reta, diminuindo assim sua complexidade. Como o

objetivo é a busca por múltiplos pesos e, devido à dependência da caminhada quântica

lackadaisical de um valor de peso para o self-loop, propusemos um valor de peso ideal

para buscar múltiplos vértices, alcançando probabilidades máximas de sucesso próximas

de 1. Além disso, os resultados mostram que, caso os vértices que constituem a solução

sejam adjacentes, a probabilidade máxima de sucesso é comprometida. Observando esse

comportamento em relação à adjacência das soluções, investigamos o uso de múltiplos

self-loops em cada vértice do hipercubo e propusemos um novo algoritmo de busca

baseado na caminhada quântica lackadaisical com inversão parcial de fase. Inicialmente,

aplicamos essa proposta na busca por vértices não adjacentes. Com essa nova abordagem,

também propusemos dois novos pesos, alcançando probabilidades máximas de sucesso

próximas de 1. Posteriormente, aplicamos o algoritmo em dois cenários: uma busca por

vértices adjacentes e não adjacentes, e uma busca exclusivamente por vértices adjacentes.



Alcançamos probabilidades máximas de sucesso próximas de 1, mesmo em casos em que

os vértices da solução eram adjacentes.

Palavras-chave: Computação quântica. Treinamento em Redes Neurais Artificiais.

Caminhada Quântica. Algoritmo de Busca Quântica. Caminhada Quântica Lackadaisical.

Múltiplos self-loops. Inversão de Fase Parcial. Vértices Marcados Adjacentes
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Introduced by Aharonov, Davidovich and Zagury (1993), quantum walks are one

of the main tools for the development of quantum algorithms. We can highlight some

works that summarize how quantum walks have evolved since their initial proposal. The

first work is considered pioneering. As proposed by Shenvi, Kempe and Whaley (2003),

a quantum search algorithm was developed based on a quantum walk on the hypercube

similar to Grover’s search algorithm to search a marked vertex. Both algorithms start in

the equal superposition state, make use of Grover’s diffusion operator, can be seen as a

rotation in a two-dimensional subspace, use an oracle that marks the target state with a

phase of −1, and have a time of execution of O(
√
N).

However, there are two important differences. First, Grover’s algorithm is usually

mapped onto a two-dimensional space, where each point in the search space represents

a possible solution. The quantum walk-based search algorithm can be mapped only

approximately in a two-dimensional subspace because of the nature of the search space due

to the use of the hypercube, i.e., the quantum walk algorithm proposed by Shenvi, Kempe

and Whaley (2003) needs a more complex representation not can be mapped directly into

a two-dimensional space. Second, the final state of the search algorithm based on quantum

walking in the hypercube is not exactly the pure tagged state as it is in Grover’s algorithm,

it is a linear combination of states that is mainly composed of the marked state but also

has small contributions from its nearest neighbors.

Another critical difference is the locality of the unitary transformations used during

the algorithm, i.e., the coin operator shifts amplitude only between nearest neighbors, this

means that the coin operator changes amplitude only in n-dimensional coin space. Therefore,

all operations in an iteration are local. In Grover’s algorithm, the reflection operator used

is highly non-local. The use of Grover’s diffusion operator is another difference between the

two algorithms. In Grover’s algorithm, this operator is applied to every two-dimensional

search space, however, in the quantum walk algorithm, it is used as the quantum coin and

acts only in the n-dimensional coin space. In practical terms, this can be advantageous in

certain physical implementations of quantum computers. In general, according to Shenvi,

Kempe and Whaley (2003), a similar methodology can be applied to any regular graph.

The second work presents the proposal of the quantum walk developed by Wong

(2015) called Lackadaisical Quantum Walk based on the lazy random walk. The lazy

random walk is a type of classical random walk where the particle has a certain probability
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of staying at the current vertex instead of moving to an adjacent vertex. It is often used

to model phenomena in different fields of knowledge, such as physics, mathematics, and

computer science. Similarly, in the lackadaisical quantum walk, m > 0 self-loops are added

to each vertex of a complete graph to search for one marked vertex, where, m belongs

to the integers. Its effects were investigated in Grover’s algorithm when elaborated as a

search. This approach can make the quantum walk have a more stable behavior, improving

the search efficiency. Later, in a third work, Wong (2017) proposed a modification in

this algorithm causing the number of self-loops to be reduced to m = 1 with non-integer

weight l. This search algorithm has been applied to a large variety of graphs (WONG,

2015; WONG, 2017; RHODES; WONG, 2020; SOUZA; CARVALHO; FERREIRA, 2021b;

RHODES; WONG, 2019; CARVALHO et al., 2023; ZHANG; XIANG; SUN, 2018; SAHA

et al., 2022; TANAKA; SABRI; PORTUGAL, 2022; QU et al., 2022).

Both search algorithms were also applied to problems involving the training of

classical neural networks. Silva (2014) proposed an alternative quantum approach to the

classical approach in training a perceptron. In this approach, the adaptation of the synaptic

weights is done through the Grover Search Algorithm promoting an upper limit for the

perceptron convergence. Souza, Carvalho and Ferreira (2021a) proposed a computational

procedure that applies a lackadaisical quantum walk as a complete graph search algorithm

to find all synaptic weights of a classical artificial neural network. This work is presented

in Chapter and largely represents the motivation that guided all the rest of the research

activities developed in this thesis work.

This approach used the search algorithm proposed by Wong (2015) to build a

quantum procedure to train classical artificial neural networks. Since the lackadaisical

quantum walk on the complete graph considers two types of vertices, a as a solution and b

as a non-solution, these vertices are indistinguishable. Therefore, we consider mapping

each vertex of the complete graph to a vertex of an n-dimensional grid. In this way, the

possible sets of weights that train the classical neural network are mapped onto the states

of the quantum system. Although the proposed methodology is theoretical, the procedure

guarantees the training of the neural network with high probability.

The quantum walk in the complete graph used in the procedure, in addition to

needing a structure to map the set of weights, also depends on a change of basis, which

causes an additional cost. Therefore, with the goal of optimizing the procedure, we decided
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to study other structures that represented the location of the walker in the search space

without the need for additional mapping and that did not depend on a base change.

According to Shenvi, Kempe and Whaley (2003), the hypercube quantum walk can be

reduced to a line walk, therefore we decided to investigate the lackadaisical quantum walk

on the hypercube. However, when adding weighted self-loops to the quantum walk, an

immediate concern arises, defining what is the optimal value for the l weight.

Several works investigated weight values for the most varied structures (RHODES;

WONG, 2020; CARVALHO et al., 2021; NAHIMOVS; SANTOS, 2021). Rhodes and Wong

(2020) proposed an ideal weight for all transitive graphs with a single marked vertex so

that the ideal weight of the self-loop is equal to l = d/N , where, d represents the degree of

the loopless graph divided by the number total number of vertices N . In the investigation

of the lackadaisical quantum walk on the hypercube we defined an ideal weight to search

for multiple marked vertices. As noted previously, the final state of the search algorithm

based on the quantum walk in the hypercube is not exactly the marked pure state as it

is in Grover’s algorithm, however, with the weight l = (d/N) · k, where, k represents the

number of marked vertices it was possible to amplify the probability amplitudes to values

close to 1 for the case where all marked vertices are non-adjacent.

Other results found in this work indicate that, if the marked vertices as a solution

are adjacent, the probability of success is compromised. In this case, two scenarios were

investigated. The first scenario only searched adjacent marked vertices. As the number of

marked vertices k increased, the probability of success also increased, however, it reached

a maximum probability of success of 0.945. The second scenario searched for adjacent

and non-adjacent marked vertices. Again, the probability of success is proportional to

the number of marked vertices and reached a maximum of 0.976. From these results, we

decided to revisit the addition of multiple self-loops at each vertex in the hypercube and

partial phase inversion in a try to improve the chances of success in cases where the set of

marked vertices contains adjacent vertices. For this, we propose a modification in Grover’s

oracle so that the edges that represent the self-loops are considered individually. We named

this approach Multi-self-loop Lackadaisical Quantum Walk with Partial Phase Inversion –

MSLQW - PPI.

Initially, we investigated the application of MSLQW - PPI to search multiple

non-adjacent marked vertices in order to prevent any interference caused when there are



17

adjacent marked vertices. Using the l weights proposed by Rhodes and Wong (2020) and

Souza, Carvalho and Ferreira (2021b) for the self-loops and a distribution strategy that

divides the weight l/m, where 1 ⩽ m ⩽ 30 we apply the oracle that marks the entire

destination state with a phase of −1 and we observed that the result was similar when

using a single weighted self-loop at each vertex. However, as the self-loops m > 1 are

redundant we decided to investigate the inversion of the set of self-loops partially.

Preliminary results indicate that the phase inversion of a single self-loop is sufficient

to achieve maximum success probabilities analogous to those presented by Rhodes and

Wong (2020) and Souza, Carvalho and Ferreira (2021b). Thus, we propose two new weights

by adding an exponent in nα, where, α = 2. With this, we can improve the maximum

probability of success to values close to 1 for the weight proposed by Rhodes and Wong

(2020). It was also possible to maintain the maximum probability of success with the weight

proposed by Souza, Carvalho and Ferreira (2021b) at values close to 1 using m = s · n
self-loops at each vertex, where s is the self-loops with their phase inverted and n is the

degree of hypercube. We also investigate the application of MSLQW – PPI to search for

multiple adjacent marked vertices. The results show that it was possible to improve the

maximum probability of success in cases where there are adjacent marked vertices to values

close to 1 with the use of the two new weight values proposed for the MSLQW - PPI.

In summary, this document is divided into six chapters as follows. Chapter 2

describes the proposal of a computational procedure that uses a quantum walk in the

complete graph for the training of artificial neural networks. In Chapter 3 we present the

application of lackadaisical quantum walk on the hypercube to search for multiple solutions.

Chapter 4 presents the Multi-self-loop Lackadaisical Quantum Walk With Partial Phase

Inversion proposal. Chapter 5 shows the application of MSLQW - PPI to search multiple

adjacent marked vertices on the hypercube. Chapter 6 presents the general conclusions

about the results, contributions, and implications for the development of new quantum

search algorithms based on quantum walks.
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ABSTRACT

This paper proposes a computational procedure that applies a quantum algorithm to train classical
artificial neural networks. The goal of the procedure is to apply quantum walk as a search algorithm
in a complete graph to find all synaptic weights of a classical artificial neural network. Each vertex
of this complete graph represents a possible synaptic weight set in the w-dimensional search space,
where w is the number of weights of the neural network. To know the number of iterations required
a priori to obtain the solutions is one of the main advantages of the procedure. Another advantage
is that the proposed method does not stagnate in local minimums. Thus, it is possible to use the
quantum walk search procedure as an alternative to the backpropagation algorithm. The proposed
method was employed for a XOR problem to prove the proposed concept. To solve this problem,
the proposed method trained a classical artificial neural network with nine weights. However, the
procedure can find solutions for any number of dimensions. The results achieved demonstrate the
viability of the proposal, contributing to machine learning and quantum computing researches.

Keywords Artificial Neural Networks Training · Quantum Computing · Quantum Walk · Search
Algorithm.

1 Introduction

The need for increased computing power and the miniaturization of components at scales where quantum effects cannot
be ignored [Powell, 2008] support the idea that quantum physics can redefine a new frontier for computing problems by
taking an essential role in the computational race [Singh and Singh, 2016]. Quantum effects can provide computational
gains and algorithms that are mostly more efficient than their classical counterparts for many problems. Quantum
computing seeks through the use of aspects of quantum mechanics to expand computational horizons [Lloyd et al.,
2013, Yanofsky et al., 2008]. An example of the computational power of quantum computing is performing a search
for elements in a disordered database in just O(

√
N) [Grover, 1996], where N is the size of the database. The gain is

quadratically faster than its classical analog.
∗95, R. Manuel de Medeiros, 35 - Dois Irmãos, Recife - PE.
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In this perspective, efforts are employed in the search for more efficient algorithms. In particular, there is a branch
of research called quantum machine learning (QML) [Wittek, 2014], where machine learning methods and artificial
intelligence are integrated into the world of quantum computing in the hope to find more efficient procedures than
classical algorithms. According to Dunjko et al. [2016], the quantum processing of information from quantum ma-
chine learning is interactively configured in two parts called the agent-environment. These parts are grouped into four
categories: CC, CQ, QC, and QQ, where C means Classical, Q means Quantum. The first letter is referent to the
agent and the second to the environment. CC encompasses classical machine learning. CQ analyzes how classical
learning techniques can help in quantum tasks. QC represents the quantum variants of classical learning algorithms
facing a classical environment, where this work is classified. QQ is the quantum systems world.

Papers grouped within the QC category are developed to improve classical procedures with the quantum information
processing (QIP) paradigm. Aïmeur et al. [2013] showed that it is possible to accelerate unsupervised learning algo-
rithms by quantizing some of their subroutines. Zheng et al. [2018] designed an algorithm to train a perceptron using
Grover’s Algorithm [Grover, 1996]. Schuld et al. [2015] developed a procedure that uses a quantum phase estimation
algorithm in the classical neural network training process. Date et al. [2019] presents a Classical-Quantum Hybrid
Approach for training unsupervised probabilistic machine learning models.

Machine learning (ML) studies techniques to give machines the ability to learn from past experiences. Its core tasks
include classification or regression in supervised learning and density estimation or clustering in unsupervised learning,
for example. Usually, in the ML context, the training of a machine is performed using a learning algorithm that uses as
input a training data set [Aïmeur et al., 2006] to extract information, adjust its parameters, and solve a given problem.

One of the ML techniques widely employed for many problems is the Artificial Neural Network (ANN), wherein
the classical (non-quantum) world is a Classical ANN. Classical ANNs are one of the best-known classifiers and
predictors. Classical ANNs have proven to be very competitive in solving real-world problems compared to other
conventional data analysis methodologies [Prieto et al., 2016]. Its optimization is observed from various perspectives,
but in general, classical ANN training is performed mainly using a gradient descent algorithm. However, optimization
methods based on the descending gradient algorithm have limitations. Aspects such as weight initialization, network
architecture, activation functions, meta parameters, and learning environment can influence the optimization process
[Haykin, 2001, Ojha et al., 2017]. In this way, the training algorithm may not obtain a set of weights that train the
neural network, staying stagnated at local minimums.

Therefore, a neural network’s training algorithm based on the descending gradient method can be seen as a search
problem and seeks to minimize an error function. This ANN training is a search problem for an appropriate weight
configuration that allows learning the network [Biamonte et al., 2017]. On the other hand, in the quantum computing
branch, some search algorithms are more efficient than their classical analogue. For example, Grover’s quantum search
algorithm [Grover, 1996] and quantum walks [Wong, 2015, Nahimovs and Rivosh, 2015, Wong, 2018, Lovett et al.,
2019, Nahimovs, 2019]. In this perspective, quantum search algorithms have already been used for the training process
of classical ANN [Schuld et al., 2015, Zheng et al., 2018].

Based on the incipient work developed by Souza et al. [2019] with extreme learning machines, this article generalizes
and extends the quantum walk proposal to train a classical ANN. Here, a full graph lackadaisical quantum walk
algorithm [Wong, 2015, 2018, Nahimovs, 2019] is applied as a search method to find all the synaptic weights that
optimize the learning procedure of a classical ANN.

This paper is organized as follows. Section 2 introduces some concepts of the one-dimensional and the generalization
for n-dimensional quantum walks, and it also presents the quantum walk on a complete graph. Section 3, it shows the
computational procedure used in this paper. Section 4, it shows the experiments performed. Section 5 discusses the
results obtained. Finally, Section 6 is the conclusion of the work.

2 Quantum Walk

The simplest model of the classical random walk can be described by a particle’s classical movement in a straight line
[Portugal, 2013]. Let the s the particle probability of going to the right. Let (1 − s) the probability of going to left.
Therefore, the direction of the particle is conditioned by tossing a coin. This process is probabilistic, so it is impossible
to know with certainty where the particle will be at any given time. However, it is possible to calculate the probability
p that particle is at a point n at time t, as shown in Equation 1 for the case s = 1/2.

p(t, n) ≃ 2√
2πt

e−
n2

2t (1)

2
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The quantum walks generalize the concept of a classical random walk, i.e., the quantum mechanical counterpart of
classical random walks [Venegas-Andraca, 2012]. It is assuming a walker represented by a normalized vector in
Hilbert space. The quantum walk evolves in the Hilbert space HM ⊗ HP , where HM is the coin space that controls
the walker’s movement, andHP defines the position of the walker [Portugal, 2013].

Suppose the quantum walk takes place in a one-dimensional space. In this case, the coin space needs two degrees of
freedom. Therefore, the coin space HM is generated by the computational base {|0〉 , |1〉}. A qubit can represent this
quantum information. The possible states that one qubit can assume are represented by the state vectors |0〉 and |1〉
described in Equations 2 and 3, respectively.

|0〉 =
[
1

0

]
(2)

and

|1〉 =
[
0

1

]
(3)

Walker spaceHP is generated by base {|n〉 : n ∈ Z}which represents all integers of one-dimensional space. Consider
an operator S that, when applied to the system formed here by a coin and a walker, will shift the position of the
individual to |n+ 1〉 or |n− 1〉 depending on the state of the coin according to Equation 4.

S |0〉 |n〉 = |0〉 |n+ 1〉

S |1〉 |n〉 = |1〉 |n− 1〉
(4)

A unitary transformation describes the evolution of a closed quantum system. This evolution depends on the applica-
tion of an operator U shown in Equation 5 to the system over time [Nielsen and Chuang, 2002],

U = S(H ⊗ I) (5)
where H is the Hadamard operator and I is the identity.

For an operator U of a quantum system to be unitary, it must satisfy the condition described in Equation 6, where U †

is the adjunct of U . This condition is necessary for the norm of the vectors to be maintained, for this we must calculate
‖ u ‖ =

√
〈u | u〉, where 〈u | u〉 is the inner product.

UU † = U †U = I (6)

The evolution of the quantum walk system is performed by the Equation 7.

|Ψ(t)〉 = U t |Ψ(0)〉 (7)
where |Ψ(0)〉 is the initial state of the quantum system.

Consider the initial state of the quantum system given by the Equations 8 and 9. Asymmetrical and symmetrical state,
respectively. We can obtain the asymmetrical and symmetrical probability distributions after one hundred applications
of U operator, shown in Figures 1 and 2. Unlike the classical case, where the distribution is an origin-centered
Gaussian, for both case asymmetrical and symmetrical, the quantum walk has a large spread with an interval of
−t/
√
2 to t/

√
2.

|Ψ(0)〉 = |0〉 |n = 0〉 (8)

|Ψ(0)〉 = |0〉 − i |1〉√
2

|n = 0〉 (9)

For example, if the quantum walk starts in the initial state described in Equation 8. Apply the Hadamard operator
H as the coin of the quantum walk system and then applies the shift operator S. We have the initial evolution state

3
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Figure 1: Probability distribution of the one-dimensional quantum walk after 100 steps. The initial state is described
by the Equation 8. The points with zero value were ignored.

Figure 2: Probability distribution of the one-dimensional quantum walk after 100 steps. The initial state is described
by the Equation 9. The points with zero value were ignored.

presented in Equation 10 at the end of the first step. The Hadamard operator application in the computational base
vectors generates a superposition state, i.e, one of the most well-known quantum effects that qubits are at the same
time in distinct states.

|Ψ(1)〉 = 1√
2
(|0〉 |1〉+ |1〉 |−1〉) (10)

With the successive application of the evolution operator U described in Equation 5, at the end of the third stage, we
can observe in Equation 11 that the state |Ψ(3)〉 is asymmetrical about the origin. This asymmetry will keep for all
system evolution, as can be observed in Figure 1.

|Ψ(2)〉 = 1

2
(|0〉 |2〉+ (|1〉+ |0〉) |0〉 − |1〉 |−2〉)

|Ψ(3)〉 = 1

2
√
2
(|0〉 |3〉+ (2 |0〉+ |1〉) |1〉

− |0〉 |−1〉+ |1〉 |−3〉)

(11)

4
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2.1 One-dimensional quantum walk

This section will describe the one-dimensional quantum walk model analytically and recursively. The generic state for
a one-dimensional quantum walk model is described in Equation 12 [Portugal, 2013].

|Ψ(t)〉 =
∞∑

n=−∞
(αn(t) |0〉+ βn(t) |1〉) |n〉 , (12)

where the coefficients αn(t) and βn(t) satisfy the condition described in Equation 13.

∞∑

n=−∞
|αn(t)|2 + |βn(t)|2 = 1 (13)

Applying the operatorH⊗I to state |Ψ(t)〉, we find recursive formulas involving the coefficients α and β in Equations
14 and 15.

αn(t+ 1) =
αn−1(t) + βn−1(t)√

2
(14)

βn(t+ 1) =
αn+1(t)− βn+1(t)√

2
(15)

As already shown in Figures 1 and 2, the quantum walk probability distributions are dependent on the initial state.
Therefore, the initial state of the system can generate a walk with symmetrical or asymmetrical probability distribution
about the origin. The probability distribution can be calculated using the Equation 16.

p(t, n) = |αn(t)|2 + |βn(t)|2 (16)

2.2 n-dimensional quantum walk

It is possible to generalize the concept presented in Section 2.1 to any number of dimensions. Consider the quantum
walk in an infinite n-dimensional grid with the associated Hilbert spaceHM ⊗HP , whoseHP ’s computational base is
{|x, y, . . . , n〉 : x, y, . . . , n ∈ Z}, and the Coin space HM ’s computational basis is {|ix, iy, . . . , in〉 : ix, iy, . . . , in ∈
{0, 1}n}. The generic state for this quantum walk model at time t is presented in Equation 17.

|Ψ(t)〉 =
1∑

ix,iy,...,in=0

∞∑

x,y,...,n=−∞
ψix,iy,...,in;x,y,...,n(t) |ix, iy, . . . , in〉 |x, y, . . . , n〉 (17)

where ψix,iy,...,in;x,y,...,n(t) are complex functions that satisfy the condition shown in Equation 18 for all time t.

1∑

ix,iy,...,in=0

∞∑

x,y,...,n=−∞

∣∣ψix,iy,...,in;x,y,...,n(t)
∣∣2 = 1 (18)

Moreover, it is possible to calculate the distribution of probabilities using Equation 19.

px,y,...,n(t) =

1∑

ix,iy,...,in=0

∣∣ψix,iy,...,in;x,y,...,n(t)
∣∣2 (19)

Applying the standard evolution operator U = S(C ⊗ I) (C is the coin operator) to the generic state described in
Equation 17 and making the expansions, we obtain Equation 20 which is the walker evolution equation [Portugal,
2013].

ψix,iy,...,in;x,y,...,n(t+ 1) =
1∑

jx,jy,...,jn=0

Cix,iy,...,in;jx,jy,··· ,jnψjx,jy,...,jn;x+(−1)ix ,y+(−1)iy ,...,n+(−1)in (t) (20)

5
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Figure 3: Complete graph with N = 7 vertices. The single vertex marked as a is indicated by the double circle shaded.
Adapted from Wong’s work [Wong, 2015]. Grover search with lackadaisical quantum walks.

2.3 Lackadaisical Quantum Walk on Complete Graph

The quantum walks presented in the previous sections are the basis for other techniques that can be used in other
search spaces. One such variation is the quantum walk in a complete graph developed by Wong [2015], represented in
Figure 3.

There are two types of vertex, a and b, marked as a solution and non-solution, respectively. Each one vertex has l
self-loops. This approach considers the walker’s movement into the complete graph to create the states of the new
computational basis.

If the walker is on an a vertex, there are two movement options. It can move to a vertex that is a solution (a → a) or
to a vertex that is not a solution (a → b). Defining the quantum states |a〉 ⊗ |a→ a′〉 and |a〉 ⊗ |a→ b〉. Similarly,
if the walker is on any vertex b. It can move to a vertex that is a solution (b → a) or to a vertex that is not a solution
(b→ b′). Defining the quantum states |b〉 ⊗ |b→ a〉 and |b〉 ⊗ |b→ b′〉.
Note that the states |a〉 or |b〉 represent the graph vertices and |a→ b〉, for example, represents the edges where |a〉
is the walker’s current state and |b〉 is the state to which the walker will move to it. Equation 21 shows the states
|AA〉 , |AB〉 , |BA〉 , and |BB〉 of the new quantum states for the situation where there is only one solution (only one
vertex labeled as a). N is the total number of vertices. Since there is only one solution, k = 1, and the number of
self-loops is greater than zero, l > 0.

|AA〉 = 1√
l
|a〉 ⊗ |a→ a′〉

|AB〉 = 1√
N − 1

∑

b

|a〉 ⊗ |a→ b〉

|BA〉 = 1√
N − 1

∑

b

|b〉 ⊗ |b→ a〉

|BB〉 = 1√
(N − 1)(N + l − 2)

∑

b

∑

b′

|b〉 ⊗ |b→ b′〉

(21)

Equation 22 defines the initial state |Ψ0〉. This state is described as the uniform superposition N−1
∑

x,y |x〉 |x→ y〉
expressed in terms of the states AA,AB,BA and BB.

6
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|Ψ0〉 = 1√
N(N + l − 1)

(
√
l |AA〉+

√
N − 1 |AB〉

+
√
N − 1 |BA〉+

√
(N − 1)(N + l − 2) |BB〉)

(22)

The lackadaisical quantum walk is accomplished by successive applications of a unitary operator U , defined in
Equation 23 which inverts the sign of solution states |a〉 |a→ x〉 using an oracle and swaps vertices on each edge,
|x〉 |x→ y〉 → |y〉 |y → x〉 as described in Wong [2015].

U =




cos θ − sin θ 0 0

0 0 − cosφ sinφ

− sin θ − cos θ 0 0

0 0 sinφ cosφ


 (23)

where θ is defined such that,

cos θ =
N − l − 1

N + l − 1

and

sin θ =
2
√
l(N − 1)

N + l − 1

and φ is defined such that,

cosφ =
N − l − 3

N + l − 1

and

sinφ =
2
√
N + l − 2

N + l − 1

Thus, the evolution of the system occurs in a four-dimensional subspace, and each state of the new representation is
formed by overlapping vertices and edges [Wong, 2015].

2.3.1 Quantum walk with self-loops for k solutions

The previous section introduced the quantum walk in a complete graph and describes the approach to the case of a
single solution (k = 1) and the number of self-loops l > 0. Now, consider a number of solutions k > 1 and only one
self-loop (l = 1) per vertex.

The solution set has the number k of vertices, and the non-solution set has N − k vertices, where N is the total
number of vertices. We will use the previous idea that considered the walker’s movement to define the states of the
new multiple solutions computational basis.

If the walker is in a vertex a moving to another vertex a′, there will exist k edges of the type |a→ a′〉. If the walker
is in a vertex a moving to a vertex b, there will exist N − k edges of the type |a→ b〉. Similarly, if the walker is in a
vertex b moving to a vertex a, there will exist k edges of the type |b→ a〉. And if walker is in a vertex b moving to
another vertex b′, there will exist N − k edges of the type |b→ b′〉.
The number of vertices marked as solution must be of the order o(N) because if k = O(N), then k = cN (in the limit
of N → ∞ and c is a finite constant). In this last case, the search for one solution could be performed classically in
an efficient way, i.e., in a constant number of guesses [Wong, 2015]. Thus, the new quantum states are redefined in
Equation 24.

7
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|AA〉 = 1

k

∑

a

∑

a′

|a〉 ⊗ |a→ a′〉

|AB〉 = 1√
k(N − k)

∑

a

∑

b

|a〉 ⊗ |a→ b〉

|BA〉 = 1√
k(N − k)

∑

b

∑

a

|b〉 ⊗ |b→ a〉

|BB〉 = 1

N − k
∑

b

∑

b′

|b〉 ⊗ |b→ b′〉

(24)

The initial state of the system is rewritten, as presented in Equation 25.

|Ψ0〉 =
1

N
(k |AA〉+

√
k(N − k) |AB〉+

√
k(N − k) |BA〉+ (N − k) |BB〉) (25)

A modification to the evolution operator U (Equation 23) is made so that the number of solutions is included in the
definitions of θ and φ [Wong, 2015]. Therefore, θ is redefined according to Equations 26 and 27,

cos θ =
N − 2k − l + 1

N + l − 1
(26)

sin θ =
2
√

(N − k)(k + l − 1)

N + l − 1
(27)

and φ is redefined according to Equations 28 and 29,

cosφ =
N − 2k + l − 1

N + l − 1
(28)

sinφ =
2
√
k(N − k + l − 1)

N + l − 1
(29)

The maximum success probability value is reached after the number of steps t defined in Equation 30 [Wong, 2015].
Success is defined as the measurement of some state |AA〉 or the state |AB〉. Both states represent the set of vertices
marked as a solution.

t =
π√

2(2k + l − 1)

√
N (30)

2.3.2 A Toy Example

Consider the particular case of the lackadaisical quantum walk in a complete graph with N = 8 vertices, k = 2
solutions, and l = 1 self-loops at each vertex. For illustrative purposes, these vertices have also been marked with sub-
indices, so a1 and a2 are the solutions whereas vertices b1, . . . , b6 are not solutions. In practice, however, sub-indices
or whatever kind of information that can distinguish the solutions from one another, or the non-solutions from one
another, are not available. The vertices are marked only with a or b, exclusively.

The quantum state |AB〉, for example, is formed by all vertices that are solution combined with their respective edges
for non-solution vertices. Therefore, the state |AB〉 for the given example is defined according to Equation 31.

8
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|AB〉 = 1√
k(N − k)

∑

a

∑

b

|a〉 ⊗ |a→ b〉 = 1√
12

[(
|a1〉 |a1 → b1〉+ |a1〉 |a1 → b2〉+ |a1〉 |a1 → b3〉

+ |a1〉 |a1 → b4〉+ |a1〉 |a1 → b5〉+ |a1〉 |a1 → b6〉
)
+

(
|a2〉 |a2 → b1〉+ |a2〉 |a2 → b2〉

+ |a2〉 |a2 → b3〉+ |a2〉 |a2 → b4〉+ |a2〉 |a2 → b5〉+ |a2〉 |a2 → b6〉
)]

(31)

The analysis for the quantum states |AA〉, |BA〉 and |BB〉 is analogous. With the new quantum states prepared, the
initial state of the system |Ψ0〉 can be defined according to Equation 32. This initial state is also normalized.

|Ψ0〉 = 1

8

(
2 |AA〉+

√
12 |AB〉+

√
12 |BA〉+ 6 |BB〉

)
(32)

Making only three (t = 3) successive applications of the evolution operator U , represented by the matrix of Equation
33, the probability of success (the measurement of a solution state) tends to 1. A measurement made in |Ψ3〉 makes
the system to collapse to the state |AA〉. All energy of the system is concentrated at this state |AA〉.

U =
1

2




1 −
√
3 0 0

0 0 −1
√
3

−
√
3 −1 0 0

0 0
√
3 1


 (33)

3 Proposal Procedure

Quantum walks are algorithms that can be applied to search problems [Shenvi et al., 2003, Lovett et al., 2019, Wong,
2018], where the proof of its correctness can be found in [Feng et al., 2007]. Thus, it is possible to idealize this
algorithm’s application to find the set of synaptic weights that train a classical artificial neural network. Based on
the concept of quantum information processing called agent-environment presented in Section 1, the objective is to
replace the classical algorithm with a quantum search algorithm in a neural network training process.

In a classical environment, we replace the backpropagation algorithm for a quantum walk to search synaptic weights.
The evolution of the quantum walk occurs by applying a unitary operator U over an initial state. Subsequently, a
measurement of the walker state is performed. If the measurement is performed at each step, then the quantum walk
falls in the classical case. In this situation, the correlations between the different positions of the walker are lost.

For the correlations between the walker’s positions to be maintained, the measurement should not occur at every
single step. Thus, the measurement process only will occur after a predetermined time t. Once the correlations
between positions hold, constructive and destructive interference occurs [Portugal, 2013]. The interference caused by
these relationships between positions generates the probability amplitudes for each position. Depending on the initial
state of the system, the probability distribution may be asymmetrical or symmetrical according to equations 8 and 9,
respectively, as viewed in Section 2. As observed in Figures 1 and 2, according to the probability distribution, the
chances of finding the walker on the extremities are higher than finding it in another position. In this way, it is possible
to obtain these extreme positions of the walker with a high probability of measurement.

Therefore, it is possible to determine with a high probability the walker’s extreme position after a given number of
steps. If this position does not contain a solution, the quantum walk search will not succeed. It is necessary to know
the position where there is a solution and guarantee an amplitude amplification for this position. It is also necessary
to guarantee that the solution state at the time of measurement has a high probability of measurement. The complete-
graph quantum walk proves to be adequate for these proposals. The complete-graph quantum walk employed here
considers only the information about the solution or no solution label (a or b) contained in all vertices to execute the
quantum walk evolution. However, to define these labels, the information about the weights used to train the classical
ANN is necessary. Thus, besides the label for solution (|a〉) and no solution (|b〉), each vertex will also have the
information about the associated weights used to train the classical ANN.

Consider a w-dimensional lattice. Let a classical ANN with the number of weights equal to the lattice’s dimension, w
weights. In the discrete representation, each intersection of lattice lines can represent an ANNw weights configuration.
Figure 4 represents this idea for the 2-dimensional case. In this way, each point i in this w-dimensional lattice will

9
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Figure 4: On the left side, a discrete schematic representation of the set of weight values of an artificial neural network.
This representation generates a grid, represented here by a lattice. Each intersection point i of the lattice has the
information about the set of weight values ri. With an oracle operator, the state solution label (a for a solution and b
for no solution) is determined. On the central figure, the complete graph representation of the grid. On the right side, a
neural network with one neuron demonstrates the relationship between the labels on the grid, the complete graph, and
the definition of synaptic weights w0 and w1, where g(·) is the activation function, and u = x0·w0 + x1·w1 − θ.

be a vertex in a complete graph, where it was labeled as a if its value configuration of weights ri is a solution for
the ANN. Otherwise, it was labeled as b. The labels a and b are created by applying the oracle to the grid. Change
the grid representation to the complete graph creates a new representation, where all i grid point is a vertex with the
information ri (the weight set) and the label a or b. Wong’s quantum walk [Wong, 2015] is applied in the complete
graph, where now each vertex has the label a or b, and the associated weight set (ri) used to train the classical ANN.
Then, the search procedure is done, where a vertex labeled by |a〉 is searched.

Thus, to recover the synaptic weights that trained the ANN after the quantum walk evolution, it is necessary to obtain
the specific weight values configuration ri of the state measured. For this reason, a modification is proposed to the
original procedure, including the weight vector |~ri〉 in the base states definition. All quantum walk search procedure
is the same, where the state with label a is sought. However, with this new associated information about the weight
vector |~ri〉, it is possible to determine the walker’s position on the grid (or lattice) in the final measurement procedure
in the final state found by the quantum walk algorithm. In this way, the information about the set of weight values
used to train the classical ANN can be recovered. The new definition of states is presented in Equation 34. With this
modification, it is proposed the search procedure presented in Algorithm 1.

|AA〉 = 1

k

∑

a

∑

a′

|~ra〉 |a〉 ⊗ |a→ a′〉

|AB〉 = 1√
k(N − k)

∑

a

∑

b

|~ra〉 |a〉 ⊗ |a→ b〉

|BA〉 = 1√
k(N − k)

∑

b

∑

a

|~rb〉 |b〉 ⊗ |b→ a〉

|BB〉 = 1

N − k
∑

b

∑

b′

|~rb〉 |b〉 ⊗ |b→ b′〉

(34)

Initially, it is necessary to define some initial parameters of the Algorithm 1. A w-dimensional grid (or a lattice)
will define the possible weight configurations for the walker, where each dimension represents an ANN weight set.
Therefore, the user defines the number of grid points, N , and the distance between adjacent points, ∆p. In this way,
N will be the number of possibles positions state of the system for the walker, represented by the complete graph,
and ∆p will define the granularity of the weights representation. If ∆p is small, the weight representation will have
high resolution, but a significant N value is necessary to search for a solution in practice. If ∆p is large, the weight
search will have low resolution, but a smallN value is sufficient to cover a given search space. The algorithm employs
an oracle, which defines the vertices that are solution and non-solution. The oracle employed here is described in
Section 4.5. In this way, it is considered that the oracle used in this work is independent of the algorithm proposed.
An w-dimensional sparse matrix with N elements represents classically the oracle, where the element marked with
number one denotes a solution and with zero a non-solution. The user also defines the number of self-loops per vertex,
l. However, the number of self-loops per vertex here always was l = 1 for all experiments.
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After defining the initial parameters, the proposed algorithm performs a quantum count to estimate the number of
solutions k in the search space, as indicated in line 3 of the Algorithm 1. It is necessary to know the quantity k of
solutions to determine the initial state, the shift operator U , and the number t of iterations. It is possible to define the
number of solutions by combining the phase estimation technique based on the Fourier Quantum Transform with the
Grover iteration [Nielsen and Chuang, 2002]. Alternatively, it is also possible to apply the amplitude estimation to the
problem of approximate counting [Brassard et al., 2000], or to use techniques inspired by Shor’s celebrated quantum
factorization algorithm and combines them with Grover’s algorithm [Boyer et al., 1998]. Note that the number of
solutions is known at this moment, but their search space positions are not known.

With the number k of solutions determined, the states will be constructed according to Equation 34. The quantum walk
occurs in a complete graph, as shown in Figure 3, where the quantum walk will be performed in a four-dimensional
space according to in Section 2.3, reducing the search space. Thus, the search space is represented by the superposition
of vertices and edges already presented in Equation 34.

Following the Algorithm 1 in line 4, the initial state preparation is performed considering the space size, the number
of solutions, and the relations between vertices and edges, according to Equation 25.

After preparing the system, the quantum walk is performed. Line 5 of the Algorithm 1 defines the total number of
steps t, according to Equation 30. At each step j, the evolution operator U is applied to the quantum system |Ψj−1〉,
where j = 1, 2, . . . , t, as shown in line 6.

Once the evolution is completed, a measurement in the basis |x〉 |x→ y〉 is performed, as presented in line 8. Thus, the
states |a〉 |a→ a′〉 or the states |a〉 |a→ b〉, which both have the solutions, is obtained with high probability. It is worth
noting that the vertex information where the walker stays defines the found solution at the time of the measurement.
The direction where the walker points for the next quantum movement (defined by its edge) is only relevant to define
the quantum walk evolution, not to define the solution state at the measurement time.

After recovering the states |a〉 |a→ a′〉 or |a〉 |a→ b〉 with high probability after the measurement, in the line 9, the
algorithm initializes the classical neural network weights as shown on the right side of Figure 4.

Algorithm 1: TRAINING ALGORITHM.
1 begin
2 Set the parameters: ∆p, N and l
3 Quantum count execution
4 Preparation of the initial state
5 for j ← 1 to π√

2(2k+l−1)

√
N do

6 |Ψj〉 ← U |Ψ(j−1)〉
7 end
8 Make the measurement
9 Initialize the weights of the Artificial Neural Network

10 end

4 Experiment Setup

A simple classification problem was performed to assess the concept of the proposed algorithm. An artificial neural
network of MLP type (Multilayer Perceptron Type) was employed to solve the “EXCLUSIVE-OR” classification
problem. The neural network was initialized with the weights generated by the procedure proposed in this work.

4.1 Exclusive-OR Function

The EXCLUSIVE OR (XOR) problem, a simple but nonlinearly separable problem, was used as the function to be
learned by the neural network. The XOR function, also known as exclusive disjunction, is an operation on two binary
values, x0 and x1, where if only one of these binary values is equal to 1, then the function returns 1, otherwise returns
0 [LeCun et al., 2015].

Consider the problem of classifying points in the unitary hypercube. The EXCLUSIVE OR can be understood as
a particular case of this problem. In this case, it is sufficient to consider only the four vertices of the unit square
corresponding to the points {(0, 0), (0, 1), (1, 0), (1, 1)}. Each set of patterns determine outputs that are called classes.
The inputs {(0, 0), (1, 1)} generate outputs x0 ⊕ x1 = 0, where it will be called class 0. The inputs {(0, 1), (1, 0)}
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Figure 5: Configuration of a multilayer neural network. The letters θ1, θ2 and θ3 mean the bias and the letters y1, y2
and y3 mean the outputs of neurons.

generate outputs x0 ⊕ x1 = 1, class 1 [Haykin, 2001]. Therefore, it is a pattern classification problem that consists of
associating an input pattern (x0, x1) with one of the previously defined classes {0, 1} [Da Silva et al., 2017].

4.2 Neural Network Architecture

The EXCLUSIVE OR problem can be solved by a Multi-Layer Perceptron (MLP) neural network with three neurons,
where two of them are in the hidden layer, and the other neuron is in the output layer. The neural network used in this
work follows this architecture.

The input layer has two values {x0, x1} that are inputs data. The hidden layer has two neurons. The output layer
has one neuron. Each neuron has a bias. Thus, the neural network has nine synaptic weights. Six weights are in the
hidden layer {ω00, ω01, ω02, ω10, ω11, ω12} and three are in the output layer {ω20, ω21, ω22} according to Figure 5.
The sigmoid logistic, described by Equation 35, is the activation function for all neurons of the hidden layer and the
neuron of the output layer is linear,

f(x) =
L

1 + e−λ(x−ζ0)
(35)

where λ = 1 is the declivity of the curve, L = 1 is the maximum value of the curve, and ζ0 = 0 is the value of x at
the midpoint of the curve.

4.3 Hardware and Software Setup

The simulations were performed using the following hardware configurations. For simulate neural network training
with classical backpropagation algorithm, it was used,

• Operational System: Debian GNU/Linux 10 Buster;
• Memory: 4 GiB;
• Processor: Intel Core i3-5005U CPU @ 2.00 GHz x 4;
• OS type 64-bit;
• HD: 1 terabytes.

To simulate the procedure using a quantum walk in the complete graph, it was used

• Operational system: Debian GNU/Linux Jessie 8.11;
• Memory: 16 GiB;
• Processor: Xeon Intel 5th gen CPU @ 3.6 GHZ x 8;
• OS type 64-bit;
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Figure 6: Illustration of a search in an infinite two-dimensional grid using a window with a finite set of points.

Figure 7: The circuit that implements the Deutsch algorithm [Yanofsky et al., 2008].

• HD: 4 terabytes.

The programming languages used to write the algorithms were Python 3.6 with the open-source machine learning
framework PyTorch2.

4.4 Search Space

Theoretically, the quantum walk is performed in an infinite space. However, in practice, because of memory and
hardware limitations, we have determined sub-spaces or windows. Once the window size is defined, the procedure
performs the search within it.

Geometrically, the windows employed here will always be hyper-cubes in the search space. For example, in the 2-
dimensional case, a window is a square with N = z2 points, where z is the number of points in a dimension. For the
d-dimensional case, a window is a hyper-cube whit N = zd points, where there are z points in each dimension.

If there is no solution in the sub-region defined by the windows, the windows will be shifted. By applying offsets, the
windows are moved by performing the search in the infinite search space regions. To illustrate, consider an infinite
two-dimensional search space as illustrated in Figure 6. These window shifts in infinite space are carried out until at
least one solution is found in the current window. There are many forms to define the shift of the windows. However,
the simplest way is to sum an offset of size z for each dimension with respect to the current window, which was the
approach used in this work.

4.5 Representation of the Oracle

An oracle is a structure capable of generating answers to binary questions. The circuit shown in Figure 7 represents
the implementation of the Deutsch algorithm. Conditional port Uf implements the NOT-controlled port with control
bit f(x) and acts as Uf : |x, y〉 → |x, y ⊕ f(x)〉.
Port Uf is a black box with no explicit implementation, often called an oracle [Sasaki and Nakahara, 2013]. In this
way, a quantum oracle is a “black box” operator that, when applied to a system state, return if this specific state is a

2https://pytorch.org/
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solution or is not a solution. An example of oracle implementation can be seen in the work of Zheng et al. [2018],
which uses Grover’s oracle as a central part of the circuit that implements their proposal of quantum perceptron models
[Kapoor et al., 2016].

In this way, it was necessary to create a representation of an oracle to perform the simulations. The solution employed
uses a sparse matrix with the size of the search space. The positions filled with 1 indicate the points that are a solution
and 0 otherwise. In practice, the oracle answers whether a given point in the walker space, after converted to synaptic
weights, correctly classifies the input patterns or not. However, a formal conception of this quantum oracle for this
purpose is beyond the scope of this work. Therefore, we considered it existing.

4.6 Weight Generation

The quantum walk performs a search in quantum states that represent points in an integer space. At the end of the
process, it is necessary to convert these points into synaptic weights values represented by real numbers. Thus, a real
value was defined, ∆p, where it will multiply each measured point at the end of the process. That is, the walker grid
space is in ∆p units. The walker starts at the window center, and the walker will move by the positive and negative
integer indices of each dimension of the grid.

Therefore, when the proposed algorithm makes the measurement at the walker position in the grid |ri〉 (where i is the
label for each point in the w-dimensional search space), the integer components of ri = (n1, n2, . . . , nw) for each
dimension are converted to the real values ∆p ∗ nj (j = 1, 2, . . . , w), generating the synaptic weights for the neural
network. In this way, the search is performed only among the factors of ∆p. Also, the value defined for ∆p establishes
the search refinement level.

4.7 Measurement Process

Through unitary transformation, closed quantum systems evolve. In order to be able to access information that is in
the |Ψ〉 state, an observation must be made. In practice, measurements are made in laboratories using physical devices,
such as lasers, magnets, scales, and stopwatches, but in theory, this measurement process is described mathematically
[Portugal, 2013]. According to the postulate of quantum mechanics, the probability of a state occurs is,

p(m) = 〈Ψ |M†
mMm | Ψ〉 , (36)

where M is a measurement operator, † is the symbol used to describe the conjugate transpose operation, and the index
m represents the results that can occur in the experiment after the measurement. The state |Ψ′〉 described in Equation
37 is the state of the system just after the measurement [Nielsen and Chuang, 2002].

|Ψ′〉 = Mm |Ψ〉√
〈Ψ |M†

mMm | Ψ〉
(37)

As an example we are going to measure the state |Ψ〉 whose states are described in Equation 34. Considering the
system with four possible results we will define the operators {|AA〉 〈AA| , |AB〉 〈AB| , |BA〉 〈BA| , |BB〉 〈BB|}.
So when applying Equations 36 and 37 we have,

p(m) = |λm|2

|Ψ′〉 = λm
|λm|

|m〉

where m = AA,AB,BA,BB.

In this way, the measurement is a probabilistic process, where theoretically, the probability of measuring a given state
|m〉 will be |λm|2. Thus, after the quantum walk evolution, it is possible to observe from the final quantum state the
quantity |λm|2 for each state component |m〉.
Statistically, as we can see in Section 5, the chances of measuring the states that contain a solution were much more
significant than measuring a state that did not contain a solution.
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Table 1: Classical Backpropagation Simulations. The column lr presents the investigated learning rate, Epochs limit
shows the experiment number that reached the maximum number of epochs, and Successful the number of experiments
with zero classification error.

lr Epochs limit Successful
0.5000 None 1200
0.1000 None 1200
0.0100 452 748
0.0010 467 733
0.0001 726 474

4.8 Comparison against Backpropagation Algorithm

Since the search space contains solutions to the problem, the approach proposed in this paper can find a solution
with high probability after the number of iterations defined in Equation 30. It implies that, in addition to ensuring a
successful search, the number of iterations required to reach the artificial neural network training is known a priori.

The classical backpropagation algorithm seeks to minimize an error function based on the gradient descent methodol-
ogy. For this reason, it can stagnate in local minimums. The practical implication is the possibility that the algorithm
runs indefinitely and yet does not generate correct outputs. These limitations of a gradient descent methodology are
overcome with the proposed quantum algorithm.

Furthermore, many experiments were done with both approaches to compare the proposed algorithm with the tradi-
tional backpropagation algorithm. The criterion to measure the performance was the number of iterations needed to
find an ANN weight set that solves the XOR problem. The number of epochs for the backpropagation and the number
of iterations for the proposed algorithm were observed.

Comparing the number of epochs of the backpropagation algorithm with the number of iterations of the procedure
developed in this work was applied to measure how much better one approach is than the other. The efficiency of the
proposed procedure is the order of O(

√
N/k). However, it was not possible to compare the efficiencies in terms of

running time between our procedure and the backpropagation algorithm.

5 Experimental Results and Discussions

A set of experiments with classical backpropagation was done to define a comparative baseline. Employing the same
ANN architecture 2− 2− 1 (two inputs, two hidden neurons, and one output – according to Section 4.2), five different
learning rates η = {0.5, 0.1, 0.01, 0.001, 0.0001} were investigated, where 1200 simulations were computed for each
one. The maximum number of epochs of 150000, the training stagnation, and the zero classification error were the
stopping conditions employed. The network was considered in a stagnation training situation if its MSE error did not
decrease by 1000 consecutive epochs. The classification error is zero when the ANN can classify all the four XOR
inputs correctly.

For these conditions, none of the classical backpropagation experiments reached a stagnation situation. The experi-
ments with learning rates of 0.5 and 0.1 never reached the maximum number of epochs, always reaching the perfect
classification. The summarization of this experimental behavior can be viewed in Table 1, where lr indicates the
learning rates, Epochs limit is the number of times that the experiment reached the maximum number of epochs stop
condition, and Successful is the number of experiments that obtained zero classification error.

Table 2 presents the descriptive statistics for the baseline experiments. For each learning rate, it is presented the
minimum, mean, maximum value of the Epochs number, and its standard deviation (Std.).

Table 3 presents the results of the simulations performed using the proposed computational procedure described in
Algorithm 1. Here, k represents the number of solutions, N the number of vertices, l the number of self-loops
(for all experiments l = 1), and t the number of iterations. ∆p = 0.5 was utilized for all experiments. Here, it
was investigated three configurations of N (29 = 512; 49 = 262144; 89 = 134217728) in five experiments. Two
experiments with N = 512, 2 points per dimension. Two experiments with N = 262144, 4 points per dimension,
and one experiment with N = 134217728, 8 points per dimension. The search spaces are sub-regions (windows) of
an infinite ω-dimensional grid, as presented in Section 4.4. However, the initialization of these sub-regions can occur
in different positions of the infinite grid. If there are no solutions in the current sub-region, the sub-region is moved
to another region of the infinite grid. All simulations had their sub-region initiated randomly around the origin. The
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Table 2: Descriptive statistics. Parameters of the backpropagation algorithm experiment for the number of epochs. lr
means the learning rate. Std. means Standard Deviation.

Epoch Statistics
lr Minimum Mean Maximum Std.
0.5000 1 33.60 319 35.68
0.1000 3 433.84 3279 463.78
0.0100 2 5277.48 132199 17927.67
0.0010 9 12949.18 148256 22451.79
0.0001 295 46987.00 149644 36780.22

Table 3: Weight search experiment by the quantum walk procedure. K means the number of solutions. N is the total
number of vertices. The number of iterations is represented for letter t. For all experiments, the number of self-loops
was l = 1.

Experiment k N
t

Theoretical Simulated
1 12 512 10.26 11
2 12 512 10.26 11
3 17 262144 195.83 196
4 20 262144 179.83 180
5 80295 134217728 64.22 65

shift of the sub-region occurs until a region with at least one solution is found. With a few interactions, the sub-space
converged to a region with solutions in all cases studied here.

Coincidentally, although the experiments 1 and 2 used distinct search windows, the proposed procedure converged to
sub-spaces with 12 solutions (see Table 3). As N = 512 and k = 12 for those experiments, the iteration number t
is also equal, being t = 11, which was theoretically defined to 10.26 by Equation 30. For the simulations 3 and 4,
the proposed procedure converged to sub-spaces with 17 and 20 solutions, respectively. Thus, the iteration number
t is different for those simulations, being 196 and 180, theoretically defined to 195.83 and 179.83, respectively. For
the simulation 5, the procedure converged to a sub-space with more than eighty thousand solutions (80295), which
implied in t = 65 iterations (theoretical number of iterations of 64.22).

The procedure developed using the quantum search algorithm, even in spaces with a high number of vertices, was
able to amplify the amplitudes in a relatively low number of iterations compared with the results for the classical
backpropagation procedure. In the best case, the maximum iteration number for the quantum walk algorithm was 11,
while the mean number of epochs obtained by the backpropagation algorithm (in the best case) was 33.

It is also possible to see in Table 2 that the minimum number of epochs of backpropagation is less than the number of
the interactions of the quantum walk procedure, see Table 3. Although it appears that the classical backpropagation
algorithm has an advantage over the quantum walk procedure, it is essential to observe that the number of interactions
t is known before start the search in the quantum walk algorithm, but it is not for the classical backpropagation.
Thus, the critical measure to characterize the practical cost expectation is the mean number of epochs for the classical
backpropagation. Prior knowledge of the amount of interaction required for the algorithm to converge is a great
advantage of the quantum walk algorithm.

Therefore, observing the mean result of epochs required for network training by the backpropagation (Table 2) and
the values of t in Table 3, the computational proposed procedure is more efficient on average. Depending on the size
of the search space of the proposed algorithm, the network training using the backpropagation algorithm, in some
cases, performs a smaller number of iterations. However, on average, the iterations number of the proposed algorithm
is decidedly smaller than the backpropagation procedure. As seen in the backpropagation simulations, the random
initialization of weights is one factor that influences the result of time convergence for the network. However, because
of the impossibility of determination for an excellent region to initialize the weights, the mean value and standard
deviation are the information statistically relevant for backpropagation experiments, where low performance and high
variation in training epochs number results are obtained when compared with the proposed quantum algorithm.
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Table 4: Measurement experiment — the percentage measure observed for each quantum. The states |AA〉 and |AB〉
are the solutions.

Experiment |AA〉 |AB〉 |BA〉 |BB〉
1 95.48% 3.07% 1.40% 0.05%
2 95.03% 3.67% 1.26% 0.04%
3 100.0% 0.00% 0.00% 0.00%
4 99.99% 0.00% 0.01% 0.00%
5 99.88% 0.10% 0.02% 0.00%

Nevertheless, the proposed algorithm is quantum. Table 4 shows the measurement probabilities for the five simulations
for neural network training. It was considered both states |AA〉 and |AB〉 are solutions, given that for these states, the
walker is in a vertex a. At least 98.55% of the measurements find a solution (experiment 1), reaching 100% for the
experiment 3. At mean, the proposed quantum procedure find a solution in 99.44% of the measurements.

6 Conclusion

Training based on the backpropagation algorithm (or descendant gradient algorithms) may fall to local minimums.
Many factors can influence this result and carry training for many epochs until the network converges to a solution or
even stagnates. Therefore, it is impossible to say whether the training will stop or that good accuracy can be guaranteed
in a prior way.

The non-stagnating in local minimums and the knowing in advance the number of iterations required to obtain a
solution are some advantages of the proposed procedure. It is not possible to guarantee that the solution obtained is
optimal because the probability is equal between all weight set solutions within the state |AA〉 and the state |AB〉.
However, with a high probability, there will have a valid solution at the end of the procedure. So, the procedure
proposed here guarantees the neural network training with high probability. However, the proposed methodology is a
theoretical proposal. In practice, the proposed algorithm needs a quantum computer, which does not exist yet.

Another critical point is the oracle. In a quantum system, an oracle is an operator that can answer if a given state is
or is not marked, i.e., if a given state is or is not a solution. For the proposed methodology, an oracle would be an
operator capable of determining whether a given state would train a network or not. Here, an oracle was simulated
by a simple matrix of zeros and ones. Each position in the oracle matrix is a possible state in the quantum system. If
the value is 1, then the state is a solution. Otherwise, the state is not a solution. The creation of a real quantum oracle
operator is a future research.

As seen before, the execution time of the proposed algorithm is of the order of O(
√
N/k), i.e., there a quadratic gain

when compared with the classical analog. In this case, the search problem grows exponentially, the window’s search
space is O(Pω), where P =

√
(N), N is the number of points in the search window (a squared window), and ω is

the number of ANN weights. The number of qubits required to represent ω synaptic weights is equal to ω ∗ log2(N).
The proof of correctness of the quantum walk algorithm can be found in [Feng et al., 2007].

Finally, classical simulations showed a significant gain in training an artificial neural network using the procedure that
applies a quantum walk to find the set of weights compared with the use of the backpropagation algorithm.
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ABSTRACT

Adding self-loops at each vertex of a graph improves the performance of quantum walks algorithms
over loopless algorithms. Many works approach quantum walks to search for a single marked vertex.
In this article, we experimentally address several problems related to quantum walk in the hypercube
with self-loops to search for multiple marked vertices. We first investigate the quantum walk in
the loopless hypercube. We saw that neighbor vertices are also amplified and that approximately
1/2 of the system energy is concentrated in them. We show that the optimal value of l for a single
marked vertex is not optimal for multiple marked vertices. We define a new value of l = (n/N) · k to
search multiple marked vertices. Next, we use this new value of l found to analyze the search for
multiple marked vertices non-adjacent and show that the probability of success is close to 1. We also
use the new value of l found to analyze the search for several marked vertices that are adjacent and
show that the probability of success is directly proportional to the density of marked vertices in the
neighborhood. We also show that, in the case where neighbors are marked, if there is at least one
non-adjacent marked vertex, the probability of success increases to close to 1. The results found show
that the self-loop value for the quantum walk in the hypercube to search for several marked vertices
is l = (n/N) · k.

Keywords Quantum Computing · Quantum Walk · Quantum Search Algorithm.

1 Introduction

According to Shenvi et al. [2003], quantum walks provide one of the most promising features, an intuitive framework
for building new quantum algorithms. They were pioneers in designing a quantum search algorithm on the hypercube
based on quantum random walks [Potoček et al., 2009]. Recent works have used the quantum walks to search weights
and train artificial neural networks [Souza et al., 2019, 2021].

The topology of the structure where the walk is applied considerably affects the evolution of the walker [Wang et al.,
2017]. Therefore, many works are developed to improve the performance of quantum walks, quantum search algorithms
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in different structures: one-dimensional, two-dimensional, and multidimensional grids, complete and bipartite graphs,
among others [Bezerra et al., 2021, Carvalho et al., 2020, Nahimovs et al., 2019, Rhodes and Wong, 2019].

Quantum walk modification proposals are also made to improve their performance. For example, Wong [2018] added
to each vertex of a two-dimensional grid a self-loop, so the walker has some probability of staying put, achieving an
improvement over the algorithm without self-loop [Ambainis et al., 2004].

Rhodes and Wong [2020] proposed an ideal weight for all vertex-transitive graphs with a single marked vertex such that
the ideal self-loop weight is equal to the degree of the loopless graph divided by the total number of vertices. Potoček
et al. [2009] observed that the nearest neighbors are also presented with high probability and Nahimovs [2019] that
adjacent vertices can be hard to find by quantum walks.

In this way, we investigate whether the optimal value of l = (d/N) for a single marked vertex is optimal for multiple
marked vertices, where d is the degree of the loopless vertex and N is the number of vertices. We analyzed the quantum
walk on hypercube without self-loop and with self-loop. We analyzed the quantum walk on the hypercube for multiple
marked adjacent and non-adjacent vertices. Finally, we find an optimal value of l for a quantum walk in the hypercube
with multiple marked vertices.

This paper is organized as follows. In Section 2, we present some concepts about quantum walks and specifically the
quantum walk on the hypercube. In Section 3, we characterize the probability distribution along with the space, adjust
the self-loop weight for multiple marked vertices, and search for adjacent marked vertices. Finally, in Section 4 is the
conclusion.

2 Quantum Walk

The processing of quantum information is governed by quantum mechanics or quantum physics [Singh and Singh,
2016]. Quantum computing study the processing of this information [Nielsen and Chuang, 2002, Yanofsky and
Mannucci, 2008, McMahon, 2007]. Quantum walks are the quantum counterpart of classical random walks. Discrete
and continuous-time quantum walks are the advanced tools used to build quantum algorithms [Aharonov et al., 1993,
Ambainis et al., 2012]. The main feature that differentiates these two types of quantum walks is the timing used to
applying the evolution operators. In the quantum walk in continuous time, the evolution operator is applied at any time,
whereas the quantum walks in discrete time, the evolution operator is applied in discrete time steps [Venegas-Andraca,
2012]. The quantum walk evolution in the discrete-time process occurs by the successive applications of a unitary
evolution operator U that acts on the Hilbert space

H = HC ⊗HS .

The coin spaceHC is the Hilbert space associated with a quantum coin, and the walker’s spaceHS is the Hilbert space
associated with the position of the nodes in a graph, for example. The evolution operator U is defined in Equation 1.

U = S(C ⊗ IN ) (1)
where, S is the shift operator, i.e., a permutation matrix that acts in the walker’s space based on the state of the coin
space. The unitary matrix C is the coin operator [Shenvi et al., 2003]. Therefore, the equation of evolution represented
by a quantum walk at time t is given by

|Ψ(t)〉 = U t |Ψ(0)〉
.

2.1 Quantum walk on the hypercube

According to Venegas-Andraca [2012], the hypercube is defined as an undirected graph of degree n and N = 2n nodes.
Each node is represented by an n-bit binary string. Two nodes ~x and ~y are connected by an edge if the Hamming
distance between them is 1, i.e., |~x− ~y| = 1. This means that ~x and ~y only differ in a single bit. The expression |~x| is
the Hamming weight of ~x. The Hilbert space associated with the quantum walk on the hypercube is

H = Hn ⊗H2n ,

whereHn is the Hilbert space associated with the quantum coin space, andH2n is the Hilbert space associated with
nodes on the hypercube.
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According to Shenvi et al. [2003], in a d-dimensional hypercube, the d directions specify the coin state. Kempe [2002]
defines that directions can be labeled by the n base-vectors {|0〉 , |1〉 , . . . , |n− 1〉} on the hypercube which correspond-
ing to the n vectors of Hamming weight 1. These n vectors are represented by the states {|e0〉 , |e1〉 , . . . , |en−1〉},
where ed has a 1 in the d-th bit. The shift operator S described in Equation 2 acts mapping a state |d, ~x〉 → |d, ~x⊕ ~ed〉.

S =
n−1∑

d=0

∑

~x

|d, ~x⊕ ~ed〉 〈d, ~x| (2)

The initial state of the quantum walk in the hypercube is defined according to Equation 3 as an equal superposition over
all N nodes and n directions.

|Ψ(0)〉 =
1√
n

n−1∑

d=0

|d〉 ⊗ 1√
N

∑

~x

|~x〉 (3)

According to Rhodes and Wong [2020], the hypercube was the first graph in which quantum walks were researched. In
their work, Shenvi et al. [2003] presented a quantum search algorithm based on the random walk quantum architecture.
In this article, we are based on the approach used by Wong [2018]. The pure quantum walk (without search) evolves by
repeated applications from the evolution operator described in Equation 1, where C is Grover’s “diffusion” operator on
the coin space and is given by

C = 2 |sC〉 〈sC | − In (4)

where, In is the identity operator, n is the vertex degree loopless, and |sC〉 is the equal superposition over all n directions
[Moore and Russell, 2002, Shenvi et al., 2003], i.e.,

|sC〉 =
1√
n

n−1∑

d=0

|d〉 . (5)

We include a query to the “Grover oracle”, described in Equation 6, at each step of the quantum walk.

U ′ = U · (In ⊗Q) (6)

where, Q = IN − 2 |ω〉 〈ω|, and |ω〉 means the marked vertex. The system is initiated according to the initial state
presented in Equation 3.

3 Analyzing the quantum walk on the hypercube

In this section, we experimentally analyze the quantum walk on the hypercube searching for multiple marked vertices.
The simulations and the obtained results are detailed in the following subsections.

3.1 Characterizing the probability distribution along the space

Previous works showed there is an amplification in the solution neighborhood, which interferes with the amplification
of the solutions by the quantum walk on the hypercube [Shenvi et al., 2003, Potoček et al., 2009, Nahimovs et al., 2019].
Initially, it is necessary to understand how the probability amplitudes are distributed in the search space and how the
quantum walk evolves in the hypercube over time considering the impacts caused by the solution neighborhood.

Figure 1 shows the probability of success after one hundred steps for the quantum walk in the hypercube with one,
two, three, and four arbitrarily marked vertices. Although the search algorithm is able to amplify the probability
amplitudes of the marked vertices, if a measurement is performed, the probability of finding one of the solutions is still
unsatisfactory. Another interesting aspect that can be observed is that as the number of marked vertices increases, the
speed of amplification the probability amplitudes also increases. However, it is necessary to increase the probability
amplitudes of the marked vertices.

Figure 2 shows the probability distributions of the marked vertices only after the number of iterations necessary to reach
the maximum value of the probability amplitude close to 1/2. As Potoček et al. [2009] noted in their work, we also
note that the set of neighbors have a high probability. If we add the amplitudes of the neighbor’s vertices, the values
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Figure 1: Success probability after 100 steps in a hypercube with 1024 nodes. The solid blue curve is the success
probability for one solution. The dotted orange curve is the success probability for two solutions. The dot-dashed green
curve is the success probability for three solutions. The dotted red curve is the success probability for four solutions.

are compatible with the amplitude value of the marked vertex. We conclude that a considerable part of the energy,
approximately 1/2, is retained in the neighbors of the marked vertices. Figure 2d, shows the probability distribution of
four marked vertices. Note that the amplitudes of each vertex have their maximum and a neighborhood region. The
x-axis distribution is the relative position of the position on the hypercube. It explains why even increasing the number
of marked vertices, the success probabilities do not reach values above 1/2.

Figure 3 shows the success probability for the quantum walk with one and four marked vertices after one hundred steps.
Figure 3a shows the behavior of the success probability of one marked vertex, the solid blue curve, and its neighbors,
which is the dotted orange curve. If a measurement is performed, the probability of getting a neighbor vertex is greater
than getting a marked vertex. With probability above 90%, you get the solution or a vertex that is one step away from
the solution. Figure 3b shows the behavior of the success probability of four marked vertices, the solid blue curve, and
their neighbors, the dotted orange curve. Note that in a step when the probability of success of the marked vertices
is high, the probability of success of the neighbors decreases, and in the next step, when the probability of success
of the neighbors is high, the probability of success of the marked vertices decreases. Because of this behavior, if a
measurement is performed, the probability of getting a neighbor is high. This happens in Figure 3a but more smoothly.

Observing these results, we must consider the probability p of obtaining a marked vertex and the probability p′ = (1−p)
of obtaining an unmarked vertex which is the sum of the probabilities of the (N − k) vertices, where k is the number
of marked vertices. These results are shown in Table 1. Note the column of the value of p′, which is composed of
the value of the amplitudes of the neighbors and the amplitude of the vertices that are neither neighbors nor marked.
The probability of the walker finding a region is high because the energy is concentrated in the neighboring region. It
is concluded that the amplification of the neighborhood around the marked vertices interferes with the probability of
success of finding a target vertex.

3.2 Adjusting the self-loop weight for multiple marked vertices

Many works have been proposed with the purpose of improving the search capacity of quantum algorithms. According
to Wong [2015], adding a self-loop to each vertex boosts the success probability from 1/2 to 1. A modification to the
initial state in the Equation 3 and to Grover’s coin in the Equation 4 is needed so that the self-loop can be added. The
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(a) (b)

(c) (d)

Figure 2: Probability distribution of the quantum walk after the number of iterations necessary to reach the maximum
value of the probability amplitude with n = 10 and N = 1024 vertices. The y-axis values are at different ranges to
improve visualization. (a) solid blue bar show the probability distribution for one marked vertex. (b) solid blue bar and
orange dashed bar show the probability distribution for two marked vertices. (c) solid blue bar, orange dashed bar and
green dash-dot bar show the probability distribution for three marked vertices. (d) solid blue bar, orange dashed bar,
green dash-dot bar and dotted red bar show the probability distribution for four marked vertices.

Table 1: Probabilities of success of marked and unmarked vertices.
Probabilities of success

Figure p
p′ = (1− p)

Neighbors Neither
2a 43.5% 48.2% 8.3%

2b 45.8% 45.5% 8.7%

2c 44.2% 48.4% 7.4%

2d 47.4% 44.5% 8.1%

3a 43.5% 48.2% 8.3%

3b 40.5% 52.9% 6.6%
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(a) (b)

Figure 3: Probability of success after 100 steps with n = 10 and N = 1024 vertices. (a) shows the probability of
success for one marked vertex and its neighbors. (b) shows the probability of success for four marked vertices and their
neighbors.

addition of the self-loop is described in Equation 7. Thus, the coin space is now an (n+ 1)-dimensional space [Rhodes
and Wong, 2020].

|sC〉 =
1√
n+ l

(
√
l |	〉+

n−1∑

d=0

|d〉
)

(7)

One of the concerns when adding a self-loop at each vertex is knowing the best self-loop value. More specifically, in
the case of the quantum walk on the hypercube, Rhodes and Wong [2020] proposed an optimal self-loop value

l =
d

N
, (8)

where d is equal to the degree of the loopless graph and N is the number of vertices in the hypercube. Recently, two
works showed that inserting the number of marked vertices in calculating the self-loop value optimizes quantum walks.
Carvalho et al. [2021] shows that the optimal value of the self-loop for quantum walks in D-dimensional grids with
multiple marked vertices is

l =
2Dm

N
,

where 2D is the number of movements the walker can do, not counting the self-loop, m the number of marked vertices,
andN the number of vertices of the grid. Nahimovs and Santos [2021] shows that for different types of two-dimensional
grids - triangular, rectangular, and honeycomb the optimal self-loop value is also,

l =
m · d
N

where d is the degree of the vertex, m is the number of marked vertices, and N is the number of vertices of the grid.

Figure 4a shows the probability of success after two hundred steps for one marked vertex. Here, the values of l were the
same as used by Rhodes. The dashed red curve has the optimum value of l. Our interest was to investigate whether the
value of l described in Equation 8 also improved the walk results for a number (k > 1) of marked vertices. For this, we
performed three more experiments where we increased the number of marked vertices up to four. As we added the
marked vertices the success probability of the dashed red curve decreased to 88.7% (4b) while the success probability of
the dotted purple curve increased to 99.8% (4b) but then also decreased to 96.2% (4c) and 89.3% (4d). It indicates that
a new value of l is required when the number of marked vertices increases. To find the optimal self-loop for multiple
marked vertices, we defined a set of values in the form l′ = (α · l), where α ∈ N.
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(a) (b)

(c) (d)

Figure 4: Comparison between multiple self-loops values and l = (n/N). (a) shows the success probability for one
marked vertex. (b) shows the success probability for two marked vertices. (c) shows the success probability for three
marked vertices. (d) shows the success probability for four marked vertices.

Figure 5 compares the probability of success for a set of marked vertices, k = {2, 3, 5, 14, 17}, these vertices were
chosen randomly as well as their number. The self-loop values for these vertex numbers are α · l, where l = (d/N) and
α = {1, 2, 3, ...}. Note that the curves have their maximum points exactly at the locations on the x-axis where the l′
values are. We can conclude that the value of (α = k). Therefore, we can set the value of l for multiple marked vertices
for the quantum walk in the hypercube,

l′ =
n

N
· k (9)

where n is equal to the degree of the loopless vertex of the hypercube, N the number of vertices in the hypercube, and
k the number of marked vertices. The self-loop value shown by Nahimovs and Santos [2021] for the quantum search in
various types of two-dimensional grids coincides with the optimal self-loop value for the search for a quantum walk in
the hypercube.

Figure 5 shows that, as the values of l approach the optimal value, the probability of success of the curve also approaches
its maximum value. We can observe this behavior in Table 2 which shows the probability of success for multiple
values of l and multiple marked vertices. Consider the values of the main diagonal, which are the maximum success
probabilities for each l = (n/N) · k.

Table 2 shows the relationship between the self-loop value and the number of marked vertices. We observe the
relationship between the self-loop value and the number of marked vertices. Note that when the values of l approach
the optimal values for each number of marked vertices, there is an improvement in the probability amplitude. Figure 6

7



LQW in the hypercube to search for multiple marked vertices A PREPRINT

Figure 5: Investigation to set the value of l for multiple marked vertices.

Table 2: Probability of success for multiple values of l.

l = (n/N) · k Number of marked vertices
1 2 3 4 5 6 7 8 9 10

(n/N)*1 0.999 0.888 0.75 0.663 0.775 0.592 0.575 0.576 0.589 0.55
(n/N)*2 0.888 0.998 0.958 0.886 0.815 0.9 0.705 0.672 0.639 0.624
(n/N)*3 0.749 0.959 0.998 0.976 0.934 0.886 0.941 0.792 0.857 0.727
(n/N)*4 0.64 0.888 0.978 0.998 0.975 0.954 0.922 0.885 0.847 0.813
(n/N)*5 0.555 0.816 0.937 0.986 0.996 0.989 0.966 0.943 0.912 0.883
(n/N)*6 0.49 0.75 0.888 0.958 0.989 0.996 0.991 0.973 0.953 0.928
(n/N)*7 0.438 0.691 0.84 0.926 0.969 0.992 0.996 0.99 0.978 0.983
(n/N)*8 0.395 0.641 0.794 0.888 0.944 0.895 0.991 0.993 0.99 0.988
(n/N)*9 0.361 0.596 0.75 0.852 0.915 0.957 0.978 0.993 0.994 0.982
(n/N)*10 0.331 0.554 0.711 0.816 0.888 0.935 0.966 0.982 0.99 0.996

shows the probability of success after two hundred steps for multiple marked vertices. We can conclude that for cases
where there is more than one marked vertex, the optimal value of l = (n/N) · k.

3.3 Searching for adjacent marked vertices

The results found in the previous sections refer to the search for non-adjacent marked vertices, i.e., | ~ωi − ~ωj | 6= 1 the
Hamming distance from vertex ~ωi and all other marked vertices is different from 1. Nahimovs et al. [2019] shows in
their work that for quantum walks in the hypercube if the search space contains marked neighbors vertices, the search
can be drastically affected. The authors considered two sets, one with two adjacent marked vertices and the other with
two non-adjacent marked vertices. In the first case, the two adjacent marked vertices are M = {0, 1}. The absolute
value of the overlap remained close to 1, and the probability remains close to the initial state probability. In the second
case, the two non-adjacent marked vertices are M = {0, 3}. The behavior on this one is different, the same behavior as
the solid blue curve in Figure 3a.

As the addition of self-loop in the quantum walk in the hypercube improved the search for multiple non-adjacent
marked vertices, we investigated the case where the marked vertices are adjacent. We consider ten sets of vertices,
M = [{0, 1}, {0, 1, 2}, · · · , {0, 1, 2, 4, 8, · · · , 256, 512}], i.e., all vertices adjacent to the vertex 0. We add one more
vertex to the set of marked vertices on each new walk until the number of vertices in M is equal to the degree n of the
vertex.

8
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Figure 6: Probability of success after 200 steps. Solid blue curve, k = 1. Dotted orange curve, k = 2. Green dash-dot
curve, k = 3. Red dashed curve, k = 4. Dotted purple curve, k = 5

(a) (b)

Figure 7: Probability of success after 200 steps with n = 10 and N = 1024 vertices. Shows the probability of success
for k adjacent marked vertices. (a) shows for l = (n/N) and (b) for l = (n/N) · k.

Figure 7 shows the probability of success after two hundred steps. Figure 7a shows the result for the value of l = (n/N).
The probability reaches its maximum when the number of vertices reaches k = 4 with a probability of success of
99.1%. Then the probability starts to decrease as k increases. Figure 7b shows the result for the value of l = (n/N) · k.
The probability reaches its maximum when the number of vertices reaches k = 11 with a success probability of
94.5%. Although the probability increases with a slower speed when k = 5, it already reaches 78.3%. This behavior is
interesting for search spaces where the marked vertex density is high. Note the probability of the solid cyan curve. This
behavior was found in work done by Nahimovs et al. [2019] and was repeated here in our experiments. According to
the authors, this is because the quantum walk has a stationary state.

Figure 8 shows the comparison between what happens to the success probabilities in Figure 7 when the number of
k increases. Note the dotted orange curve, the probability of success grows to its maximum value when the value of
l = (n/N) · k. The same does not happen when l = (n/N).

We considered before that the marked vertices were neighbors. Now, let us analyze the possibility that in addition
to having marked vertices in the neighborhood, there are also marked vertices that are not neighbors. We run ten
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Figure 8: Maximum probability reached for each number of marked vertices in the neighborhood after one hundred
steps with n = 10 and N = 1024 vertices. Evaluating the interference of the number of adjacent marked vertices in the
value of l.

(a) (b)

Figure 9: Maximum probability reached for each number of marked vertices after one hundred steps with n = 10
and N = 1024 vertices. (a) shows the probability of success for k adjacent and non-adjacent marked vertices for
l = (n/N). (b) shows the probability of success for k adjacent and non-adjacent marked vertices for l = (n/N) · k.

experiments, and each one starts with two adjacent marked verticesM = {0, 1}. In each experiment, a i = {1, 2, 3, · · · }
non-adjacent vertex is randomly marked and the next marked neighbor, i.e., M = {0, 1, 2, ...}. Therefore, in the tenth
experiment, there will be eleven adjacent and ten non-adjacent vertices.

Figure 9 shows the behavior of probability amplitudes when for each set of adjacent vertices, a number of non-adjacent
vertices are marked. Figure 9a shows that as new non-adjacent vertices are marked the probability is affected. Note
that the behavior seen in the solid blue curve in Figure 8 when there were no non-adjacent vertices is similar, i.e., as
the density of the marked vertices increases, the probabilities decrease, even adding the vertices non-adjacent. The
same can be seen in the case of the dotted orange curves in Figure 8 and Figure 9b, i.e., when the density of the marked
vertices increases, the probability also increases, this tells us that the value of l = (n/N) · k is optimal for high marked
vertex densities.
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(a) (b)

Figure 10: Probability of success after 100 steps with n = 10 and N = 1024 vertices. (a) shows the probability of
success for k adjacent and non-adjacent marked vertices for l = (n/N). (b) shows the probability of success for k
adjacent and non-adjacent marked vertices for l = (n/N) · k.

Figure 10 shows the probability of success for the search of marked adjacent and non-adjacent vertices in the
search space. We performed an experiment, where, at every hundred steps, an adjacent vertex and a non-adjacent
vertex were marked, i.e., for each M set of adjacent vertices a vertex i /∈ M was marked randomly, then,
M ′ = {0, 1, i0}, {0, 1, i0, 2, i1}, · · · , {0, 1, i0, 2, i1, 4, i2, · · · , 512, i10}. Figure 10a shows the probability of suc-
cess for l = (n/N) and Figure 10b shows the probability of success for l = (n/N) · k. Note that the probability of
success above 90% is achieved in a smaller number of steps.

4 Conclusions

Many efforts are applied in order to improve the performance of quantum search algorithms. Quantum walks are the
main tool for building these algorithms. We initially analyzed the quantum walk in the hypercube applying Grover’s
search and came to the conclusion that neighbor vertices affect the search performance, an observation that has been
corroborated by other authors. We found that the walk could not improve its results even for a number of marked
vertices equal to one. Many authors have developed works for adding self-loops in various types of graphs and grids of
different dimensions. In this sense, we decided to investigate how to improve the quantum search in the hypercube using
self-loops. Previous works defined the optimal self-loop value as l = (d/N) for one marked vertex to the quantum
walk on the hypercube. After performing experiments we saw that this value of l was not optimal for multiple marked
vertices. We arrive at a value of l = (n/N) · k for an arbitrary number of vertices. This value is also used when
searching in two-dimensional grids. Another aspect of the quantum walk in the hypercube is whether the marked vertex
is adjacent or not, this interferes with the search performance. We then analyzed whether the value of l = (n/N)
and l = (n/N) · k had any positive effect when applied to the hypercube vertices. The results show that the value of
l = (n/N) is not optimal for the quantum walk in the hypercube with multiple marked vertices adjacent or not. It
also shows that for a search space where there are marked adjacent vertices, just one non-adjacent marked vertex is
sufficient for the value of l = (n/N) · k to be better. According to the results presented here, there is a greater than
90% probability that the measurement will collapse in one of the solutions. Recent works have used the quantum walks
to search weights and train artificial neural networks [Souza et al., 2019, 2021]. The quantum walk in the hypercube
has an interesting behavior, the amplification of neighbors vertices. In future work, we intend to use this quantum walk
to find a set of weights to initialize and train classical artificial neural networks. We also intend to analyze the quantum
walk in the hypercube with multiple weighted self-loops.
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ABSTRACT

The lackadaisical quantum walk, a quantum analog of the lazy random walk, is obtained by adding
a weighted self-loop transition to each state. Impacts of the self-loop weight l on the final success
probability in finding a solution make it a key parameter for the search process. The number of
self-loops can also be critical for search tasks. This article proposes the quantum search algorithm
Multi-self-loop Lackadaisical Quantum Walk with Partial Phase Inversion, which can be defined
as a lackadaisical quantum walk with multiple self-loops, where the target state phase is partially
inverted. In the proposed algorithm, each vertex has m self-loops, with weights l′ = l/m, where l is
a real parameter. The phase inversion is based on Grover’s algorithm and acts partially, modifying
the phase of a given quantity s < m of self-loops. On a hypercube structure, we analyzed the
situation where 1 ⩽ m ⩽ 30. We also propose two new weight values based on two ideal weights l
used in the literature. We investigated the effects of partial phase inversion in the search for 1 to 12
marked vertices. As a result, this proposal improved the maximum success probabilities to values
close to 1 in O(

√
(n+m) ·N), where n is the hypercube degree. This article contributes with a

new perspective on the use of quantum interferences in constructing new quantum search algorithms.

Keywords Quantum Computing · Quantum Interference · Quantum Walks · Quantum Search Algorithm · Lackadaisi-
cal Quantum Walk · Multiple Self-loops · Partial Phase Inversion

1 Introduction

Just as quantum interference plays an essential role in the development of quantum algorithms, for Shenvi et al.
[2003], quantum walks provide one of the most promising features, an intuitive framework for building new quantum
algorithms. Their pioneering paper designed a quantum search algorithm based on quantum walks. They demonstrated
that this quantum search algorithm could be used to find a marked vertex of a hypercube. Although they are distinct
algorithms, there are several similarities with Grover’s algorithm [Grover, 1996]. Both algorithms start in the state of
equal superposition over all states. They make use of Grover’s diffusion operator. They can be seen as a rotation in
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a two-dimensional subspace. They have the same running time. The measurement is performed at a specific time to
obtain the maximum probability of success. Both algorithms use an oracle that marks the target state with a phase of
−1, i.e., they use quantum interference to develop their quantum search algorithms.

Since then, some works have been developed to improve the capacity of the quantum search algorithm in the hypercube
[Potoček et al., 2009, Hein and Tanner, 2009]. The addition of self-loops at each vertex is part of many improvement
proposals for quantum search algorithms. Hoyer and Meyer [2009] used a directed walk on the line to produce an
algorithm with (N − 1) self-loops at each vertex, where N is the total number of vertices. In its turn, Wong [2015]
proposed a quantum analog of the classical lazy random walk, called the lackadaisical quantum walk - LQW. The
quantum walker has a chance to stay at the same vertex by introducing m integer self-loops at each vertex of the graph,
and its effects were investigated with Grover’s search algorithm. However, Wong [2017] proposed a modification that
reduced the number m to a single self-loop with a non-integer weight l.

Recently, some works have investigated the application of the lackadaisical quantum walk on the hypercube structure.
Rhodes and Rhodes and Wong [2020] showed that the ideal value for the self-loop weight in the search for a single
marked vertex is l = d/N , where d is the degree of the vertex and N is the number of nodes in the hypercube. Souza
et al. [2021] showed that the optimal self-loop weight value for searching a single marked vertex is not optimal for
searching multiple marked vertices on the hypercube. Thus, they defined a new value of l which is the value proposed
by Rhodes and Rhodes and Wong [2020] multiplied by the number of marked vertices k, resulting in l = (d/N) · k.

Although Souza et al. [2021] have obtained improvements in the search for multiple vertices in the hypercube by
proposing a new ideal weight value for the self-loop, in some cases, it is not possible to maintain the performance of
the quantum search algorithm using the LQW. The LQW’s original proposal used m self-loops with an integer weight
l, and later this number was reduced to a single self-loop with a non-integer weight. However, according to Rhodes
and Rhodes and Wong [2020], if the weight value l of the self-loop is an integer, it is equivalent to having several
unweighted self-loops. We can therefore suggest that there is a relationship between the weight value l and the number
m of self-loops.

Therefore, in the described scenario, it is possible to observe three aspects that were discussed, which can interfere
with the performance of the LQW. The first is quantum interference, which in practical terms, can be achieved with
the phase inversion of a target state. The second is the weight value of the self-loop, and the third is the number of
self-loops. Another aspect we must consider is the distribution of the weight value between the multiple self-loops.
Some authors use different strategies to define how the weights are distributed in the set of vertices.

In the work developed by Hoyer and Meyer [2009], the amplitude of each self-loop is the same, and they are grouped
into a single normalized state. Wang et al. [2017] proposed a model of adjustable self-loops controlled by a real
parameter in the coin operator. Rhodes and Rhodes and Wong [2019a] investigated the spatial search in the complete
bipartite graph, which can be irregular with N1 and N2 vertices in each partition. In this way, self-loops in each set of
vertices can have different weights l1 and l2, respectively. Rapoza and Rapoza and Wong [2021] defined a self-loop
weight value for marked vertices, while the remaining weights for unmarked vertices can be chosen randomly.

Based on the previous information and through experiments, we verified that using a single self-loop at each hypercube
vertex with a non-integer weight l is equivalent to using m self-loops where each self-loop has a non-integer weight
l/m. Considering Grover’s search algorithm used in the LQW, in practical terms, after executing the part of the
quantum system responsible for detecting the target state, a phase rotation is applied, i.e., by linearity, it inverts the
phase of all the base states related to the target state and applies the diffusion transformation.

According to McMahon [2007], quantum interference plays an important role in the development of quantum algo-
rithms. There are two types of interference, positive (constructive) and negative (destructive), in which the probability
amplitudes add constructively or the probability amplitudes add destructively, respectively. For Grover [1996], which
developed an algorithm based on quantum interference, the operation that results in the phase shift of the target state
is one of the procedures that form the basis of quantum mechanics algorithms and makes them more efficient than
classical analog algorithms.

However, as seen previously, in some cases, it is impossible to maintain the performance of the LQW. Since the m
self-loops are redundant, the proposal of this work is a different way of performing the phase inversion process. We
suggest modifying Grover’s search algorithm to make possible the partial inversion of the base states that represent
the m self-loops of the marked vertices. Therefore, we propose the Multi-self-loop Lackadaisical Quantum Walk with
Partial Phase Inversion - MSLQW-PPI. We will show and analyze the effects of using multiple real-valued weighted
self-loops at each vertex of an n-dimensional hypercube with Grover’s search algorithm using a different strategy in
the phase inversion operation that only acts on s < m self-loops.
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The LQW algorithm highly depends on the self-loop weight value. The ideal weight composition in several struc-
tures, including the hypercube, considers the vertex degree, the total number of vertices, and the number of marked
vertices [Wong, 2018, Rhodes and Wong, 2019b, Giri and Korepin, 2020, Carvalho et al., 2023]. Therefore, based on
the weights proposed by Rhodes and Rhodes and Wong [2020] and Souza et al. [2021] for the use of a single self-loop,
we also suggest two new weights for the use of multiple self-loops that explore this relationship between vertex degree,
the total number of vertices and the number of marked vertices. We added an integer exponent α equal to 2, restricting
the analysis to this value as the initial choice. In this way, we can analyze the performance of the quantum walk in the
hypercube, maintaining the ideal weights’ composition, just by modifying its scale.

The main contributions of this work are summarized as follows. We present a new quantum search algorithm based
on lackadaisical quantum walks. For this, we revisit the use of multiple self-loops per vertex and propose a partial
phase inversion of the target states based on a modification in Grover’s oracle. We formulate two new weight values
l, such that l = n2/N and l = (n2/N) · k, where n2 is the degree of the vertex in a n-regular structure 2 times, N is
the number of vertices, and k is the number of marked vertices. Each m self-loop is weighted in the form l′ = l/m.
Finally, with this approach, we were able to increase the maximum success probabilities to values close to 1.

This paper is organized as follows. In Section 2, we present some concepts about quantum walks in the hypercube.
In Section 3, we present the proposal for this work. In Section 4, the experiments are defined. Section 5 presents the
results and discussion. Finally, Section 6 contains the conclusions.

2 Lackadaisical quantum walk on the hypercube

Quantum walks are the quantum counterpart of classical random walks. They are an advanced tool that provides one
of the most promising features, an intuitive framework for building new quantum algorithms [Aharonov et al., 1993,
Shenvi et al., 2003, Ambainis et al., 2012]. The evolution of the discrete-time quantum walk occurs by successive
applications of a unitary evolution operator U that operates in the Hilbert space,

H = HC ⊗HS (1)

where the coin space HC is the Hilbert space associated with a quantum coin, and the walker space HS is the Hilbert
space associated with its position representation. The evolution operator U is defined as follows,

U = S(C ⊗ IN ) (2)

where S is the shift operator that acts in the walker’s space based on the state of the coin. IN is the identity matrix,
and the unitary matrix C is the coin operator [Shenvi et al., 2003]. The evolution equation represented by a quantum
walk at time t is given by

|Ψ(t)⟩ = U t |Ψ(t = 0)⟩ . (3)

In general, the study of quantum walks needs a structure to represent the time evolution of the walker. It is possible
to use many different structures, such as complete and johnson’s graphs [Wong, 2015, 2017, Zhang et al., 2018], grids
[Saha et al., 2022, Carvalho et al., 2023], hypercubes [Rhodes and Wong, 2020, Souza et al., 2021], among others
[Rhodes and Wong, 2019a, Tanaka et al., 2022, Qu et al., 2022]. Here, it was chosen the hypercube structure. The
hypercube was used by Shenvi et al. [2003] as a temporal evolution structure to propose in his pioneering work a search
algorithm based on quantum walks. Furthermore, a quantum walk on the hypercube can be reduced to a quantum walk
on a line which reduces its complexity. The n-degree hypercube is an undirected graph with 2n nodes, where each
node can be described by a binary string of n bits. In this way, two nodes x⃗ and y⃗ in the hypercube are adjacent if
x⃗ and y⃗ differ by only a single bit, i.e., if |x − y| = 1, where |x − y| is the Hamming distance between x⃗ and y⃗
[Venegas-Andraca, 2012].

Let us define the Hilbert space associated with the quantum walk on the hypercube. According to Equation 1, the
Hilbert space associated with the quantum coin space is HC , and the Hilbert space associated with the walker’s
position is HS . Then, the Hilbert space associated with the quantum walk in the hypercube is

H = Hn ⊗H2n (4)
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where Hn is the Hilbert space associated with the quantum coin space, and H2n is the Hilbert space associated with
nodes in the hypercube, which represents the walker’s position. In an n-dimensional hypercube, the i directions define
the states of the coin and can be labeled by the n base vectors {|0⟩ , |1⟩ , . . . , |n− 1⟩}. Each one of these n base vectors
can be represented by {|e0⟩ , |e1⟩ , . . . , |en−1⟩}, where ei is a binary string of n bits with 1 in the i-th position [Kempe,
2002, Shenvi et al., 2003]. The shift operator S, described in Equation 5, acts mapping a state |i, x⃗⟩ → |i, x⃗⊕ e⃗i⟩.

S =
n−1∑

i=0

∑

x⃗

|i, x⃗⊕ e⃗i⟩ ⟨i, x⃗| (5)

The pure quantum walk (without search) evolves by repeated applications of the evolution operator described in Equa-
tion 2, where C is Grover’s “diffusion” operator on the coin space, and it is given by

C = 2 |sC⟩ ⟨sC | − In (6)

where In is the identity operator, and |sC⟩ is the equal superposition over all n directions [Moore and Russell, 2002,
Shenvi et al., 2003], i.e.,

|sC⟩ = 1√
n

n−1∑

i=0

|i⟩ . (7)

Now, consider the quantum walk with search. A query to the “Grover oracle”, described in Equation 8, is included in
each step of the quantum walk.

U ′ = U · (In ⊗Q) (8)

where Q = IN − 2 |ω⟩ ⟨ω|, and |ω⟩ is the marked vertex. The initial state of the quantum walk in the hypercube is
defined according to Equation 9 as an equal superposition for all N nodes and n directions.

|Ψ(t = 0)⟩ = 1√
n

n−1∑

i=0

|i⟩ ⊗ 1√
N

∑

x⃗

|x⃗⟩ (9)

Finally, we will define the lackadaisical quantum walk in the hypercube. The lackadaisical quantum walk is a quantum
analog of the lazy random walk. This quantum algorithm is obtained by adding at least one self-loop to each graph
vertex [Wong, 2015]. According to the definition presented by Høyer and Yu [2020], considering an n-regular graph
with a single marked vertex, by adding a self-loop of weight l to each vertex, the coined Hilbert space becomes

Hn+1 = {|e0⟩ , |e1⟩ , . . . , |en−1⟩ , |⟲⟩},
where |⟲⟩ represents the self-loop. Thus weighted self-loop accounting is done by modifying Grover’s coin presented
in Equation 6, as follows

C = 2 |sC⟩ ⟨sC | − I(n+1) (10)

where

|sC⟩ = 1√
n+ l

(
√
l |⟲⟩+

n−1∑

i=0

|i⟩
)
. (11)
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3 Article proposal

Let us present the proposal for this work, the Multi-self-loop Lackadaisical Quantum Walk with Partial Phase Inversion
(MSLQW-PPI). It is an alternative to exploring multiple non-integers self-loops in a way that can improve the results
of the lackadaisical quantum walk. Considering an n-regular hypercube, we add m self-loops with weights l′ at each
vertex, i.e., the amplitude of each self-loop is weighted by

√
l′. Therefore, the Hilbert space associated with the coin

space becomes

Hn+m = {|e0⟩ , |e1⟩ , . . . , |en−1⟩ , |⟲0⟩ , |⟲1⟩ , . . . , |⟲m−1⟩}.

To account for the m weighted self-loops, a new modification was made to Grover’s coin described in Equation 10, as
follows,

C = 2 |sC⟩ ⟨sC | − I(n+m) (12)

where

|sC⟩ = 1√
n+ l


√

l′
m−1∑

j=0

|⟲j⟩+
n−1∑

i=0

|i⟩


 (13)

and l′ = l/m. In this way, according to Equation 13, we consider that the weight l has its value equally distributed to
the m self-loops. The MSLQW-PPI system in the hypercube starts as follows,

|Ψ(t = 0)⟩ = |sC⟩ ⊗ 1√
N

∑

x⃗

|x⃗⟩ . (14)

Substituting Equation 13 into Equation 14 and applying the expansions, we obtain the initial state described in Equa-
tion 15.

|Ψ(t = 0)⟩ =
√
l′√

n+ l ×
√
N

m−1∑

j=0

∑

x⃗

|⟲j , x⃗⟩+
1√

n+ l ×
√
N

n−1∑

i=0

∑

x⃗

|i, x⃗⟩ (15)

To properly explore those multiple self-loops at each vertex, we propose a modification to Grover’s oracle described
previously. Note that, in Equation 8, a query (In ⊗ Q) is included at each step of the quantum walk, where Q =
IN − 2 |ω⟩ ⟨ω| and ω is the marked vertex. Thus, by linearity, when we apply the oracle to all |i⟩ |x⃗⟩ states of the
superposition of vertices and edges, there are two possibilities. The first possibility is that x⃗ is not the target state, i.e.,
ω ̸= x⃗. As ⟨∗⟩ωx⃗ = 0, the state stays unchanged. The second possibility is that x⃗ is the target state, i.e., ω = x⃗. In
this case, as ⟨∗⟩ωx⃗ = 1, we have the phase inversion of the target state.

As can be seen, this oracle depends exclusively on the vertex in question. The edge is not considered for state phase
inversion. All states associated with the vertex in question, independent of the edge, are also inverted. Here, we
propose a partial inversion of the states related to the marked vertices. According to Rhodes and Wong [2020], the
number of self-loops is a parameter that adjusts the probability of a walker staying put. The idea here is to be able to
invert the phase of a target self-loops ⟲τ and all edges that are not self-loops ϵ of the hypercube of a target vertex and
investigate their effects. Inspired by Hoyer and Meyer [2009], we identify each edge of the hypercube by assigning a
basis vector, as follows, |⟲j , x⃗⟩ and |i, x⃗⟩, where 0 ⩽ j ⩽ m − 1 and 0 ⩽ i ⩽ n − 1. Hence, each state |x⟩, which
represents a walker’s position, is a linear combination of the states,

|x⟩ = |⟲0, x⃗⟩+ · · ·+ |⟲m−1, x⃗⟩+ |0, x⃗⟩+ · · ·+ |n− 1, x⃗⟩ (16)

which denotes the superposition of all edges [Yu, 2018]. In the case where |x⟩ contains the target state, it will have the
phase of the components |⟲τ , x⃗⟩ and |ϵ, x⃗⟩ changed. It requires an oracle that identifies the state’s components. Con-
sider, again, Grover’s oracle described in Equation 8. The proposed modification of the oracle described in Equation
17 makes it possible to identify the components of the target state.
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Q = I(n+m)·N − 2
∑

ω

n−1∑

ϵ=0

|ϵ, ω⟩ ⟨ϵ, ω| − 2
∑

ω

∑

τ

|⟲τ , ω⟩ ⟨⟲τ , ω| (17)

where |ω⟩ represents the marked vertex, ϵ represents an edge that is not a self-loop, and ⟲τ are the self-loops that
will have their phases inverted. In this way, Q acts in the coin and vertex space described in Equation 1, contrary to
Equation 8, where Q acts in the vertex space. Consider an arbitrary state |x⟩. When applying the proposed oracle, the
phase of the components that represent their edges is considered individually. Considering Equation 18, at each step
of the quantum walk an oracle query is applied to each edge of the state by linearity.

Q |x⟩ = Q |⟲0, x⃗⟩+Q |⟲1, x⃗⟩+ · · ·+Q |⟲m−1, x⃗⟩+Q |0, x⃗⟩+Q |1, x⃗⟩+ · · ·+Q |n− 1, x⃗⟩ (18)

Here also there are two possibilities. The first possibility is that |x⟩ does not contain the target state. The second
possibility is that |x⟩ contains the target state. Finally, it is necessary to define the self-loop to have its phase inverted.
Here, the phase of s self-loops is inverted, where experiments with 1 ⩽ s ⩽ m were done. The simpler situation
where only one single self-loop is inverted can be used to illustrate the process. Consider the states |⟲τ=j⟩ as the
target self-loops without loss of generality. Therefore, the description of the oracle is done as follows,

Q = I(n+m)·N − 2
∑

ω

n−1∑

ϵ=0

|ϵ, ω⟩ ⟨ϵ, ω| − 2
∑

ω

∑

τ

|⟲τ=j , ω⟩ ⟨⟲τ=j , ω| (19)

For the case where |x⟩ does not contain the target state, the phase of the states remains unchanged. For the case
where |x⟩ contains the target state, we have the partial phase inversion of the components |⟲τ=j , x⃗⟩ and |i, x⃗⟩, while
the components |⟲τ ̸=j , x⃗⟩ stays unchanged. Additional details on the application of the new oracle in three possible
scenarios can be found in Appendix A.

4 Experiment setup

According to the definitions of the hypercube, two marked vertices are adjacent if the Hamming distance between
them is 1. A set of non-adjacent marked vertices have a Hamming distance of at least 2 from any other marked vertex,
i.e., they are mutually non-adjacent. In the experiments performed in this paper, we consider only the scenario where
the marked vertices are non-adjacent. The search for adjacent marked vertices constitutes a separate scenario and will
not be addressed in this work.

Experiments were performed to analyze the behavior of a Lackadaisical Quantum Walk with multiple self-loops at
each vertex, where, the quantity s (1 ⩽ s ⩽ m) of self-loops is inverted. The case s = m is the conventional oracle
operation situation. Initially, we used the weight values proposed by Rhodes and Wong [2020] and Souza et al. [2021].
These experiments were also made for the weight values proposed in this work. To evaluate the relative dispersion
behavior of the mean success probability, we used Pearson’s coefficient of variation (the ratio between the standard
deviation and the mean value).

4.1 Definition of vertex sets and simulations

To determine how the simulations are performed, it is necessary to define how the marked vertices are divided. For each
number of marked vertices k, γ simulations are performed varying the position of the k marked vertices. Therefore,
the marked vertices are divided into groups of Mk,γ samples. Here we define 1 ⩽ k ⩽ 12 and γ = 100. In this way,
we have a set of twelve hundred samples. This set is divided into twelve groups of one hundred samples as follows:
M1,100,M2,100,M3,100, · · · ,M12,100. Each sample was made without replacement following a uniform distribution,
i.e., each one of them has k distinct vertices. For each group of one hundred samples, we fixed the k number of marked
vertices and vary their location, for example, when k = 2, as shown below,

M2,100 = [{254, 1498}1, {969, 3520}2, . . . , {410, 1121}100].
The values shown, for example, {254, 1498}1, are the 1st sample from a total of 100 with 2 marked vertices, where
its binary representation is {000011111110, 010111011010}1 in the hypercube. In this way, for every new group of
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Table 1: Client machine settings.

Node System RAM System Processor

Node 1 and 2 32 GB Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz
Node 3 8 GB Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz
Node 4 and 5 32 GB Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
Node 6 16 GB Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz

simulations Mk,γ , k · 100 non-adjacent vertices are marked and divided into 100 samples of k vertices. Each one of
these samples with k vertices is a computational experiment. For instance, k = 3

M3,100 = [{3034, 1616, 2438}1, {2059, 2745, 3686}2, . . . , {3017, 3484, 1773}100].
As a first investigation, the experiments employ s = 1 inverted self-loop. Experiments were also performed for full-
phase inversion where s = m. In the second investigation, the experiments employ 2 ⩽ s < m. Therefore, 1 ⩽ s ⩽ 30
and 1 ⩽ m ⩽ 30. For each sample Mk,γ , all possible combinations of s ⩽ m are done. For example, when m = 1,
then s = 1. When m = 2, then s = 1, and s = 2, and so on until m = 30, the s = {1, 2, ·, 30}. This way, a total of
558000 simulations were performed. A simulation stops after each quantum walk has reached the number of iterations
necessary to obtain the maximum value of the probability amplitude in the k marked vertices. Considering s = 1 and
m = 1 we have the same conditions as Rhodes and Wong [2020] and Souza et al. [2021], i.e. the use of a single
self-loop.

4.2 Hardware and software setup

The simulations were performed using the Parallel Experiment for Sequential Code - PESC [Santos et al., 2023]. The
PESC is a computational platform for distributing computer simulations on the resources available on a network by
packaging the user code in containers that abstract all the complexity needed to configure these execution environments,
allowing any user to benefit from this infrastructure. All client nodes that participated in the simulations use the Ubuntu
18.04.6 LTS (Bionic Beaver) operational system and have an HD of 500 GB. Other machine settings are shown in
Table 1.

The PESC platform provides a web interface where the user configures a request to execute a simulation. In this request,
the user can inform the number of times the simulation must be repeated. Each instance of the simulation receives
via parameter the instance identification, called a rank. The rank is used to initialize variables and parameterize other
processes. The programming language used to write the algorithms was Python 3.7.

After receiving the request, the PESC platform distributes the simulations to the available client nodes. The distribution
is based on each client’s workload, where each client’s performance factor is informed when connecting to the server.
Before starting the execution, each client creates and configures the environment necessary to run the received code.
The user informs the execution environment needs at the request moment.

Using the platform simplified the simulation execution process as it manages the status and life cycle of the request,
restarting simulation instances in case of failure on any of the clients, with the possibility of moving the instance to
another client node depending on the type of failure detected.

All this was very important considering the nature of the proposed study due to the long time required to finish all
simulations and then collect the data that supports this study’s results. This tool was developed for the instrumentation
and optimization of computational studies conducted by Prof. Tiago A. E. Ferreira’s research group.

5 Results and discussion

Initially, our discussions focus on cases where only one self-loop is inverted, i.e. s = 1 and 1 ⩽ m ⩽ 30, and are
compared with approaches where all self-loops are inverted or s = m. Fig. 1 shows the success probabilities for the
lackadaisical quantum walk and the MSLQW-PPI in the hypercube for the weights l = n/N and l = (n/N) · k.

Fig. 1a shows the probability of success for the full phase inversion and Fig. 1b shows the probability of success for
the partial phase inversion, both for weight values l = n/N . When we invert the phase of all self-loops at each marked
vertex, it is equivalent to using a single weighted self-loop at each marked vertex on the hypercube [Wong, 2015]. In
these cases, the results are similar to those obtained in works by Rhodes and Wong [2020] with a probability of success
of approximately 99% to search for one marked vertex.
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(a) Total Inversion l = n/N (b) Partial Inversion l = n/N

(c) Total Inversion l = (n/N) · k (d) Partial Inversion l = (n/N) · k

Figure 1: The success probability of the Lackadaisical Quantum Walk with full phase inversion in Figures (a) and (c),
and the MSLQW-PPI in Figures (b) and (d) in the hypercube to search for non-adjacent marked vertices with n = 12
and N = 4096 vertices. Figures (a) and (b) for the weight value l = n/N , proposed by Rhodes and Wong [2020].
Figures (c) and (d) for the weight value l = (n/N) · k, proposed by Souza et al. [2021]

Fig. 1c shows the probability of success for the full phase inversion and Fig. 1d shows the probability of success for
the partial phase inversion, both for weight values l = (n/N) · k. In Fig. 1c, where the full phase inversion occurs, the
probability of success stays at values close to 1, even using multiple self-loops, with a small variation if we observe
its coefficient of variation in Fig. 2c. As we can see in Fig. 1d, the probabilities of success present results similar to
those obtained by Souza et al. [2021].

Fig. 2 shows the coefficient of variation (σw/w̄ – standard deviation normalized by the mean value) to measure the
level of dispersion presented in the results obtained with the total and partial phase inversion of the results presented
in Fig 1. The level of dispersion presented in the results obtained with the partial phase inversion in Figures 2b and
2d describes a behavior where the maximum probabilities of success present a smaller coefficient of variation. Unlike
the results presented in Fig. 2a obtained with full inversion where the level of dispersion presented is greater for lower
probabilities. Analyzing Fig. 2c, although the result for the coefficient of variation appears stable, there are subtle
variations concerning the maximum probabilities of success presented in Fig. 1c.

As we see in Fig. 1, the weight values proposed by Rhodes and Wong [2020] and Souza et al. [2021] are ideal to use in
approaches with a single self-loop at each vertex. Therefore, for our approach, it is necessary to define the best weight
value for using multiple self-loops. Most of the weights defined in previous works for structures such as a complete
graph, hypercube, one-dimensional grid, and two-dimensional grid consider three main parameters: the vertex degree,
the total number of vertices, and the number of marked vertices. Two weight values were already defined by Rhodes
and Wong [2020] and Souza et al. [2021] as ideal for searching for one and multiple marked vertices in the hypercube,
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(a) Total Inversion l = n/N (b) Partial Inversion l = n/N

(c) Total Inversion l = (n/N) · k (d) Partial Inversion l = (n/N) · k

Figure 2: The results for coefficients of variation. Their values are represented in percentage terms. (a) and (b) weight
value l = n/N . (c) and (d) weight value l = (n/N) · k.

respectively: l = n/N and l = (n/N) · k, where n is the degree of the vertices, N the number of vertices, and k the
number of marked vertices.

The idea here is to propose two new weight values based on those previous ideal weight values used to search for one
and multiple vertices in the hypercube. We introduce a new parameter in the weight composition: the exponent in the
numerator. Considering that the weights l = n/N and l = (n/N) · k have an exponent equal to 1 in the parameter n1,
we can consider other values for this exponent. We can modify the scale of weight values through this new exponent.
So we have a new proposal for the two weights

l =

(
n2

N

)
, and l =

(
n2

N

)
· k.

Fig. 3 shows the probability of success of the lackadaisical quantum walk with full phase inversion and MSLQW-PPI
using the two new weight values to search multiple marked vertices. More one time, the first column (Figures 3a
and 3c) presents the results for the full phase inversion and the second column (3b and 3d) the results for the partial
phase inversion to the simplest situation of s = 1 and 1 ⩽ m ⩽ 30.

Figures 3a and 3b show the maximum probability of success for the weight value l = n2/N . In the Fig. 3a, the
phase of all components of the target state representing the m self-loops is inverted. In this case, the probability of
success is affected reaching a maximum probability of approximately p ≈ 1 only when k = 11, 12. The Fig. 3b shows
the maximum probability of success for the partial inversion. In this case, we obtain success probabilities close to
1. For k = 2, 3, 4 the maximum success probability is reached (with m = 6, 4, 3) self-loops, respectively, and for
k = 5, 6, 7, 8 (with m = 2). Fig. 3c shows the maximum probability of success where the phase of all components of
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(a) Total Inversion l = n2/N (b) Partial Inversion l = n2/N

(c) Total Inversion l = (n2/N) · k (d) Partial Inversion l = (n2/N) · k

Figure 3: The success probability of the Lackadaisical Quantum Walk with full phase inversion in Figures (a) and (c),
and the MSLQW-PPI in Figures (b) and (d) in the hypercube to search for non-adjacent marked vertices with n = 12
and N = 4096 vertices. Figures (a) and (b) for the weight value l = n2/N . Figures (c) and (d) for the weight value
l = (n2/N) · k.

the target state is inverted and Fig. 3d shows the maximum probability of success for the partial inversion, both for the
weight value l = (n2/N) · k. This scenario showed a considerable gain in the maximum probability of success from
p = 0.28 (with m = 1) to p ≈ 1 (with m = 12) self-loops to any number k of the marked vertices.

Figure 4 shows the coefficient of variation for the results described in Fig. 3. Analyzing the results, we observe a
different behavior between the complete and partial phase inversions. With the partial phase inversion, the small coef-
ficient of variation coincides with the maximum probabilities of success, however, with the complete phase inversion
the variation is also smaller but does not coincide with the maximum probabilities of success. Table 2 shows that in
most of the results applying partial phase inversion, there was an improvement in the maximum probability of success
and a smaller coefficient of variation.

Continuing the comparisons between the results obtained with the different weight values, again, we observed that it
was possible to increase the probability of success with more than one self-loop and partial phase inversion. Fig. 1d
shows the probability of success for the weight l = (n/N) · k with total phase inversion. Compared to the results
presented in Fig. 3d that shows the probability of success for the weight l = (n2/N)·k with partial phase inversion, the
probabilities of success are similar and close to 1, and what differs is the number of self-loops per vertex. In practical
terms, using a single self-loop in this scenario is better. However, it is important to note that there exists a relationship
between the weight and the number of self-loops per vertex. Note that the number of self-loops may change depending
on the weight value. In the case of Fig. 3d, the probability of success is maximized when the number of self-loops
increases to 12.
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Table 2: Comparison between the probability of success and number of self-loops for two scenarios. The column for
Fig. 3a represents the results where the phase of all self-loops is reversed. The column for Fig. 3b is for the case where
the phase of only one self-loop is inverted. Both using the weight l = n2/N . The acronym cv means the coefficient
of variation.

Figures

3a 3b

k p m cv p m cv

2 0.48 1 5.234e-05 0.99 6 3.536e-04
3 0.64 1 1.050e-04 0.99 4 2.177e-04
4 0.75 1 1.922e-04 0.99 3 9.214e-05
5 0.83 1 9.214e-05 0.99 2 1.922e-04
6 0.88 1 2.177e-04 0.99 2 1.922e-04
7 0.92 1 8.130e-05 0.99 2 1.922e-04
8 0.95 1 3.536e-04 0.97 2 1.922e-04
9 0.97 1 2.477e-04 0.97 1 1.050e-04

(a) Total Inversion l = n2/N (b) Partial Inversion l = n2/N

(c) Total Inversion l = (n2/N) · k (d) Partial Inversion l = (n2/N) · k

Figure 4: The results for coefficients of variation. Their values are represented in percentage terms. (a) and (b) weight
value l = n2/N . (c) and (d) weight value l = (n2/N) · k.
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Figure 5: The success probability of MSLQW-PPI for weight value l = (n2/N) · k for s = 2 inverted self-loops and
3 ⩽ m ⩽ 30.

Table 3: Comparison between probabilities of success for searching non-adjacent marked vertices and the number m
of self-loops. The results presented here refer to the search using partial phase inversion of the target state. From
k = 4 marked vertices, the success probabilities for weight l = n/N remain below p = 0.66, while for the other three
weight values, the probability of success stays above p = 0.99. The acronym cv means the coefficient of variation.

Self-loop weights

l = n/N l = (n/N) · k l = n2/N l = (n2/N) · k
k p m cv p m cv p m cv p m cv

2 0.887 1 1.643e-04 0.999 1 8.259e-05 0.999 6 5.234e-05 0.999 12 2.810e-04
3 0.750 1 7.037e-04 0.999 1 1.144e-04 0.999 4 1.050e-04 0.999 12 2.095e-04
4 0.663 1 3.882e-03 0.999 1 1.221e-04 0.998 3 1.922e-04 0.999 12 6.324e-04

Finally, let us compare the results obtained from the partial inversion using all four weights. The results presented in
Figures 1b and 1d show that the weights proposed by Rhodes and Wong [2020] and Souza et al. [2021], l = n/N and
l = (n/N) ·k are not the ideal weights for MSLQW - PPI. However, with the use of the weights proposed in this work,
l = n2/N and l = (n2/N) · k, we achieved the best results. We highlight the weight value l = (n2/N) · k. With
this weight value, we obtained a stable behavior in most of the results. Table 3 shows the results of this comparison
for the probability of success, number of self-loops, and coefficient of variation for all weights used in the MSLQW -
PPI. Note that by modifying the weight scale and using various self-loops and partial phase inversion, it is possible to
increase the probability of success.

Now, our discussions focus on cases where more than one self-loop is inverted. Preliminary results indicate that the
phase inversion of a single self-loop ⟲τ=j is sufficient to obtain the results presented in this work. However, the results
also showed that it is possible to achieve maximum success probabilities close to 1 by inverting 1 < s < m self-loops.

The results of the experiments show that as the number of inverted self-loops s increases, the number of self-loops
m needed to achieve maximum success probabilities p ≈ 1 also increases. However, it is also possible to find the
required number of self-loops m to achieve maximum success probabilities close to 1.

The quantity of m is calculated as follows: m = s · n, where s is the number of self-loops with its phases inverted,
and n is the degree of the hypercube. New experiments were performed to confirm this hypothesis. Fig. 5 shows the
result of MSLQW-PPI for 2 ⩽ s ⩽ 5, and Fig. 6 shows the result of MSLQW-PPI for s = 2, 3, 4, 5. For the number of
inverted self-loops s = 2, 3, 4, 5 and n = 12, m = 24, 36, 48, 60 self-loops were needed to achieve maximum success
probabilities.

To obtain the complexity of the proposed algorithm, two analyses were performed. The first analysis is about knowing
how the runtime complexity behaves as N = 2n is changed. The second analysis is about knowing how the runtime
complexity behaves as m self-loops are added at each vertex of the hypercube. In both analyses, the weight l =
(n2/N) · k was used. Fig. 7 shows the results of the quantum walk applied to eleven hypercubes of degrees n =
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(a) s = 3,m = 36 (b) s = 4,m = 48

(c) s = 5,m = 60

Figure 6: The success probability of MSLQW-PPI for weight value l = (n2/N) · k. In Figures (a), (b) and (c)
s = 3, 4, 5 and 4 ⩽ m ⩽ 60, respectively.

{10, ...20} respectively. Fig. 7a presents the results obtained using only one self-loop, and Fig. 7b shows the results
obtained with the MSLQW-PPI.

Considering the use of a single self-loop at each vertex of the hypercube we have a cost of square root. The adjustments
show that the running time t is

t = c1 ·
√

((n+ m) ·N)c2 + c3,

where c1, c2 and c3 ∈ R. Then, numerical simulations suggest that the running time is O(
√

((n+m) ·N). This also
occurs when using multiple self-loops and partial phase inversion. Maximum success probabilities stay close to 1 as n
changes. Note that when we fix the number of self-loops the running time of the algorithm does not on the dimensions
of the hypercube. The fit curves are

ta = 0.1408 ·
√
((n+ m) ·N)0.873 + 52.0675

and

tb = 0.2105 ·
√

((n+ m) · N)0.9299 + 53.0933.

Where ta is the cost for simulations with only one self-loop – Fig. 7a, and tb is the cost of simulation with the best
self-loop quantity (between 1 to 30) for each hypercube size – Fig. 7b.

Once the number of vertices of the hypercube is defined, the complexity is logarithmic as we can see. Fig. 8 shows
the results of the MSLQW-PPI applied to five hypercubes of degrees n = {12, ...16} respectively. On each of these
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(a) One self-lop. (b) Multiple self-loops.

Figure 7: The time complexity of the algorithm relative to the size of the hypercube. The solid red line represents the
estimated curve and the blue dots are the numerical simulation values of the quantum walk.

Table 4: Algorithm complexity adjustments, m is the number of self-loops.

c1 · log ((n+m) ·N + c2) + c3
n c1 c2 c3

12 11.6237 -49296.2873 -28.8548
13 17.0371 -105453.4444 -81.3999
14 23.5898 -227612.0627 -148.5875
15 34.2267 -484336.2147 -268.0318
16 49.4194 -1024918.6020 -451.1252

hypercubes, thirty quantum walks were performed. The results show how many times the evolution operator needs to
be applied to obtain the maximum probability of success concerning the number of self-loops for each of the hypercube
sizes. The adjustments show that the running time t is

t = c1 · log ((n+m) ·N + c2) + c3,

where c1, c2 and c3 ∈ R. Then, numerical simulations suggest that the running time is O(log ((n+ m) ·N)), where
n is a constant representing the dimension of the hypercube in use, m is the number of self-loops, and N is also a
constant representing the total number of vertices of the hypercube. The run times are shown in Table 4. However, if
all constants are discarded, the computational cost for this situation can be approximated to O(log (m)).

6 Conclusions

The lackadaisical quantum walk has a strong dependence on the self-loop weight value. We can see this fact in the
results presented in all figures. For the cases where the phases of all self-loops are flipped, using a single self-loop per
vertex is better. We can affirm the same for the results shown in Fig. 1.

When Wong [2015] proposed the lackadaisical quantum walk, he included m integer self-loops at each vertex in the
complete graph, which according to Rhodes and Rhodes and Wong [2020] is equivalent to having m unweighted self-
loops. However, Wong [2017] redefined the lackadaisical quantum walk, where each vertex with m integer self-loops
can be reduced to a quantum walk where each vertex has a single self-loop of real weight l. Note that the number of
self-loops and the weight value l are the main characteristics of this quantum walk. Our strategy differs in that we
apply partial phase inversion and consider a real-valued weight l and equally distribute it in m self-loops in each vertex,
i.e., m self-loops of non-integer weight value. In addition to using the two existing weight values in the literature to
perform our experiments, we can contribute to the proposal of two new weight values. As the vertex degree is one of
the parameters used in many works to define the weights assigned to self-loops, we suggest a modification that adds
an exponent 2 to the numerator.
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(a) (b) (c)

(d) (e)

Figure 8: The algorithm’s time complexity concerning the number of self-loops at each vertex. The solid lines repre-
sent the estimated curves. The points are the values from numerically simulating the quantum walk. For each figure,
n is a constant.

Quantum interference is essential in developing quantum algorithms [McMahon, 2007]. The interference caused by
the phase inversion operation, jointly with the average inversion operation, amplifies the target states’ amplitudes. It
allows Grover’s search algorithm a certain probability of finding the desired state [Grover, 1996]. The self-loops are
redundant elements within the structure that compose the states of the quantum system.

When we interfered jointly by flipping the phase of the m self-loops, making them indistinguishable, we saw that
it was equivalent to using a single self-loop. However, when we invert the phase of one of the m self-loops, we
empirically observe that the behavior caused by the constructive and destructive interference between the m self-loops
are analogous to those observed between the states that represent the vertices as a whole, i.e., most of the energy of
the m self-loops is retained in the phase-inverted self-loop. The results indicate that the phase inversion of a single
self-loop ⟲τ=j is sufficient to obtain the results presented in this work. However, it is possible to find maximum
success probabilities close to 1 by inverting 1 < s < m self-loops and using a total of m = s ∗ n self-loops.

To obtain the average behavior based on the relative position of the marked vertices, each simulation was performed on
a sample that contains a number k of distinctly marked vertices, that is, without replacement. Thus, verifying whether
the relative position of non-adjacent marked vertices influences the results is possible. According to the results, the
relative position of non-adjacent marked vertices does not significantly affect considering a numerical precision of
four digits. Furthermore, the coefficient of variation indicates that the number m of self-loops and the number k of
marked vertices influence the results. We used the coefficient of variation to analyze the results’ dispersion level. We
observe that for MSLQW-PPI when we have the slightest standard deviations, the maximum probabilities of success
scale to values close to 1. The percentage variations around the mean are not significant. However, the behavior is
stable for MSLQW-PPI, where there are slight variations. The results are more influenced by the number of marked
vertices and the number of self-loops than by the relative position of the non-adjacent marked vertices. As we can see
from the results, the multiple self-loops are an essential tool to improve the success probability of searching multiple
marked vertices on the hypercube. Parameters such as weight value, weight distribution strategies, and phase inversion
operation contributed to the results of this work.

In this work, the marked vertices are all non-adjacent. According to Souza et al. [2021], the type of marked vertices
can interfere with the result of the quantum walk on the hypercube. Therefore, as a supplementary work, we have used
the MSLQW-PPI to search for multiple adjacent marked vertices on the hypercube. In this sense, some preliminary
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results can be found in the pre-print [Souza et al., 2023]. We also intend to apply this methodology to evaluate the
MSLQW-PPI in other d-regular structures, for example, the Johnson graph [Peng et al., 2024]. We intend to analyze
other exponent values α for the composition of the weights l = {nα/N, (nα/N) · k}, including real values, i.e.,
{α ∈ R | α ̸= 1}. It is possible to use an evolutionary search algorithm to define the best exponent α value capable
of maximizing the probability of success and minimizing the number of self-loops influencing the current proposal.
We intend to propose other strategies to distribute weight values, such as providing distinct self-loop weight values for
marked vertices. Another possible path for deeper investigation is to consider the partial inversion of edges i that are
not self-loops. Furthermore, proposing a variation of Grover’s search algorithm could also be a promising direction
for future efforts.
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A Evaluation of the Oracle application in three possible scenarios

Let us evaluate the application of the oracle in the three possible scenarios with respect to the edges. For each scenario,
we also apply the oracle to unmarked vertices to show its general effectiveness.

Scenario 1 The first scenario shows the oracle applied in states |⟲j , x⃗⟩ which represents the self-loop to be inverted.

• ω = x⃗, ϵ ̸=⟲j , and {⟲τ=⟲j}.
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Q
s−1∑

j=0

|⟲j , x⃗⟩ = (I(n+m)·N − 2 |ϵ, ω⟩ ⟨ϵ, ω| − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|)
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|⟲j , x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|
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j=0
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=
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|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ · 0− 2 |⟲τ=j , ω⟩ · 1

= −
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|⟲j , x⃗⟩

(20)

• ω ̸= x⃗, ϵ ̸=⟲j , and {⟲τ=⟲j}.

Q

s−1∑

j=0

|⟲j , x⃗⟩ =
s−1∑

j=0

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ ⟨ϵ, ω|
s−1∑

j=0

|⟲j , x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|
s−1∑

j=0

|⟲j , x⃗⟩

=
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j=0

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ · 0− 2 |⟲τ=j , ω⟩ · 0

=
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|⟲j , x⃗⟩

(21)

Scenario 2 The second scenario shows the application of the oracle in the jth self-loop |⟲j , x⃗⟩, where τ ̸= j.

• ω = x⃗, ϵ ̸=⟲j , and {⟲τ ̸=⟲j}.

Q
m−1∑

j=s

|⟲j , x⃗⟩ = (I(n+m)·N − 2 |ϵ, ω⟩ ⟨ϵ, ω| − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|)
m−1∑

j=s

|⟲j , x⃗⟩

=
m−1∑

j=s

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ ⟨ϵ, ω|
m−1∑

j=s

|⟲j , x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|
m−1∑

j=s

|⟲j , x⃗⟩

=

m−1∑

j=s

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ · 0− 2 |⟲τ=j , ω⟩ · 0

=
m−1∑

j=s

|⟲j , x⃗⟩

(22)

• ω ̸= x⃗, ϵ ̸=⟲j , and {⟲τ ̸=⟲j}.

Q
m−1∑

j=s

|⟲j , x⃗⟩ =
m−1∑

j=s

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ ⟨ϵ, ω|
m−1∑

j=s

|⟲j , x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|
m−1∑

j=s

|⟲j , x⃗⟩

=

m−1∑

j=s

|⟲j , x⃗⟩ − 2 |ϵ, ω⟩ · 0− 2 |⟲τ=j , ω⟩ · 0

=
m−1∑

j=s

|⟲j , x⃗⟩

(23)
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Scenario 3 The third scenario shows the application of the oracle on the ith non-loop edge |i, x⃗⟩, i.e., which is not a
self-loop.

• ω = x⃗, ϵ = i, and {⟲τ ̸= i}.

Q |i, x⃗⟩ = (I(n+m)·N − 2 |ϵ, ω⟩ ⟨ϵ, ω| − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|) |i, x⃗⟩
= |i, x⃗⟩ − 2 |ϵ, ω⟩ ⟨ϵ, ω|i, x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|i, x⃗⟩
= |i, x⃗⟩ − 2 |ϵ, ω⟩ · 1− 2 |⟲τ=j , ω⟩ · 0
= − |i, x⃗⟩

(24)

• ω ̸= x⃗, ϵ = i, and {⟲τ ̸= i}.

Q |i, x⃗⟩ = |i, x⃗⟩ − 2 |ϵ, ω⟩ ⟨ϵ, ω|i, x⃗⟩ − 2 |⟲τ=j , ω⟩ ⟨⟲τ=j , ω|i, x⃗⟩
= |i, x⃗⟩ − 2 |ϵ, ω⟩ · 0− 2 |⟲τ=j , ω⟩ · 0
= |i, x⃗⟩

(25)

Consider Equations 20 and 21. Note that the phase of the self-loops |⟲j⟩ is inverted only when ω = x⃗, i.e., if |x⟩
contains the target state. According to Equations 22 and 23, the jth self-loop, where τ ̸= j, stay unchanged even if
|x⟩ contains the target state. The same behavior observed in Scenario 1 occurs with the ith non-loop edge in Scenario
3 according to Equations 24 and 25. The phase will only be inverted if |x⟩ contains the target state. As we can see, the
oracle is able to partially invert the phase of the target state, based on position and edge information.
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ABSTRACT

Quantum walks provide an efficient tool for the construction of new quantum search algorithms. In
this paper, we analyze the application of the Multiself-loop Lackadaisical Quantum Walk on the
hypercube that uses partial phase inversion of the target state to search for multiple adjacent marked
vertices. We consider two scenarios and one of them evaluates the influence of the relative position of
non-adjacent marked vertices on the search results. The use of self-loops and the composition of their
weights are an essential part of the construction process of new quantum search algorithms based
on lackadaisical quantum walks, however, other aspects have been considered, such as, for example,
the type of marked vertices. It is known that part of the energy of a quantum system is retained
in states adjacent to the target state. This behavior causes the amplification of these states where
the sum of probability amplitudes reaches values equivalent to those of the target state, reducing
their chances of being observed. Here we show experimentally that with the use of partial phase
inversion of the target state, it is possible to amplify its probability amplitudes even in scenarios with
adjacent marked vertices reaching maximum success probabilities with values close to 1. We also
show that the relative position of the non-adjacent marked vertices did not significantly influence the
results. The lackadaisical quantum walk generalization in using multiple self-loops to only a single
self-loop and the ideal composition of a weight value was sufficient to obtain advances to quantum
search algorithms based on quantum walks. However, the results presented here show that many
other aspects need to be taken into account for the construction of new quantum algorithms. It was
possible to add gains in the maximum probabilities of success compared to other results found in the
literature. In one of the most significant cases, the probability of success increased from p ≈ 0.38 to
p > 0.99. Therefore, the use of partial phase inversion of target states brings new contributions to
the development of new quantum search algorithms based on quantum walks and the use of multiple
self-loops.

∗R. Dom Manuel de Medeiros, s/n, Dois Irmãos – Recife, Pernambuco – Brasil
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1 Introduction

Many advances have been achieved since the publication of the article by Aharonov et al. [1993], which is considered
the first in quantum walks. One of the first quantum search algorithms based on quantum random walks was designed
by Shenvi et al. [2003], which defined the quantum walks as one of the most promising resources and an intuitive
framework for building new quantum algorithms. Many other works on quantum walks have been developed since this
moment [Ambainis et al., 2004, Potoček et al., 2009, Hein and Tanner, 2009, Ambainis et al., 2012].

Amongst many proposed works in quantum walks, Wong [2015] developed a quantum search algorithm called
lackadaisical quantum walks - LQW, an analog of classical lazy random walks in which the quantum walker has a
chance to stay at the current vertex position by introducing m self-loops of integer weight l at each vertex of the
complete graph. This proposal was altered by Wong [2017] where the m self-loops were generalized to one self-loop of
non-integer weight. In turn, Souza et al. [2023] proposed a new quantum search algorithm based on the LQW called
Multiself-Loop Lackadaisical Quantum Walk - MSLQW, which uses m self-lops in each vertex on the hypercube with
weight value l = l′ ·m, and the partial phase inversion of the target state to research multiple marked vertices. The
weight value l′ ∈ R and m ∈ Z.

However, some other studies indicate that the type of marked vertices influences the results of quantum search algorithms,
in particular, the adjacent marked vertices. According to Potoček et al. [2009], the final state of the algorithm designed
by Shenvi et al. [2003] is mainly composed of the marked state but also has small contributions from its nearest
neighbors, i.e., part of the probability amplitude is retained in adjacent vertices. Another behavior of quantum walks on
the hypercube referring to adjacent marked vertices is the formation of stationary states [Nahimovs et al., 2019]. Souza
et al. [2021] experimentally showed that adjacent marked vertices interfere with the results of the search for multiple
marked vertices. Although they have proposed a new ideal value of weight l = (d/N) · k, when there are adjacent
marked vertices in the set of solutions occurs a decrease in the maximum probability of success.

Therefore, this work objective is to apply MSLQW-PPI to research multiple marked vertices in two scenarios. The
first scenario analyzes research by multiple adjacent and no-adjacent vertices to verify that the relative position of
non-adjacent vertices interferes with the search results. The second scenario analyzes research by multiple adjacent
vertices. Based on the methodology used by Souza et al. [2023], the results presented in this work are promising.
Comparing the results of this work with the results obtained by Souza et al. [2021] there was a gain in the maximum
probability of success to values close to 1. Before some of the success probabilities reached only p ≈ 0.59 and p ≈ 0.38,
the first and second scenarios respectively.

In their proposal, Souza et al. [2023] used the search for non-adjacent marked vertices with the phases of 1 ⩽ s < m
inverted self-loops and 1 ⩽ m ⩽ 30. The results indicated that, by inverting the phase of only one self-loop, it is
possible to achieve maximum probabilities of success close to 1. Based on the results of Souza et al. [2023] we
applied the particular case of MSLQW-PPI with s = 1 inverted self-loop. Compared to the results obtained in this
work, the maximum success probabilities remain close to 1. The coefficient of variation was also used to evaluate the
dispersion around the average relative position of the non-adjacent marked vertices. The coefficient of variation was
also used to evaluate the dispersion around the average maximum probability according to the relative position of the
non-adjacent marked vertices. The results indicate that the variation around the maximum mean probability of success
is not significant. These results are important because they show that the partial inversion of the target state based
on the use of multiple self-loops provides a new perspective of advances in the development of new quantum search
algorithms.

This paper is organized as follows. In Section 2 we present some concepts about Multiself-loop Lackadaisical Quantum
Walks in the hypercube. Section 3 the experiments are defined. Section 4 presents the results and discussion. Finally, in
Section 5 are the conclusions.

2 Multi-self-loop lackadaisical quantum walk on the hypercube

The lackadaisical quantum walk is the quantum counterpart of the classical lazy random walk. This quantum algorithm
was proposed by Wong [2015] and is obtained by adding a self-loop to each vertex of the graph. Then, the Hilbert space
associated with the lackadaisical quantum walk in the hypercube is

H = Hn+1 ⊗H2n

2
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whereHn+1 is the Hilbert space associated with the quantum coin space, andH2n is the Hilbert space associated with
nodes in the hypercube. According to Høyer and Yu [2020], in a n-regular graph by adding a self-loop of weight l to
each vertex, the coined Hilbert space becomes

Hn+1 = {|e0⟩ , |e1⟩ , . . . , |en−1⟩ , |⟲⟩}.
where ei is a binary string of n bits with 1 in the i-th position [Kempe, 2002, Shenvi et al., 2003], and |⟲⟩ is the
self-loop. Weighted self-loop accounting is done by modifying Grover’s coin as follows

C = 2 |sC⟩ ⟨sC | − I(n+1) (1)
where

|sC⟩ = 1√
n+ l

(
√
l |⟲⟩+

n−1∑

i=0

|i⟩
)
. (2)

The Lackadaisical Quantum Walk system in the hypercube starts as follows

|Ψ(0)⟩ = 1√
N

∑

x⃗

|x⃗⟩ ⊗ |sC⟩ . (3)

Substituting Equation 2 into Equation 3 we obtain the initial state described in Equation 4.

|Ψ(0)⟩ =
√
l√

N ×
√
n+ l

∑

x⃗

|x⃗,⟲⟩+ 1√
N ×

√
n+ l

∑

x⃗

n−1∑

i=0

|x⃗, i⟩ (4)

The Multiself-loop lackadaisical quantum walk was proposed by Souza et al. [2023]. This quantum algorithm is
obtained by adding m self-loops at each vertex of the hypercube and a partial phase inversion of the target state is
applied. The Hilbert space associated with the lackadaisical quantum walk in the hypercube is

H = Hn+m ⊗H2n .

Then, the Hilbert space associated with the coin space becomes

Hn+m = {|e0⟩ , |e1⟩ , . . . , |en−1⟩ , |⟲0⟩ , |⟲1⟩ , . . . , |⟲m−1⟩}.
To account for the weighted auto-loop, a modification is made to the Grover coin described in Equation 1 as follows

C = 2 |sC⟩ ⟨sC | − I(n+m) (5)
where

|sC⟩ = 1√
n+ l


√l′

m−1∑

j=0

|⟲i⟩+
n−1∑

i=0

|i⟩


 (6)

and l = l′ ·m. The Multiself-loop lackadaisical quantum walk system on the hypercube is also started according to
Equation 3. Substituting Equation 6 into Equation 3, we obtain the initial state described in Equation 7.

|Ψ(t = 0)⟩ =
√
l′√

n+ l ×
√
N

m−1∑

j=0

∑

x⃗

|⟲j , x⃗⟩+
1√

n+ l ×
√
N

n−1∑

i=0

∑

x⃗

|i, x⃗⟩ (7)

The proposed modification of the oracle described in Equation 8 makes it possible to identify the components of the
target state.

Q = I(n+m)·N − 2
∑

ω

n∑

ϵ=1

|ϵ, ω⟩ ⟨ϵ, ω| − 2
∑

ω

∑

τ

|⟲τ , ω⟩ ⟨⟲τ , ω| (8)

3
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where |ω⟩ represents the marked vertex, ϵ represents an edge that is not a self-loop, and ⟲τ is the self-loop that will
have its phase inverted. Consider an arbitrary state which denotes the superposition of all edges

|x⟩ = |x⃗,⟲0⟩+ |x⃗,⟲1⟩+ |x⃗,⟲2⟩+ · · ·+ |x⃗,⟲m−1⟩+ |x⃗, 0⟩+ |x⃗, 1⟩+ |x⃗, 2⟩+ · · ·+ |x⃗, n− 1⟩ . (9)

Consider the states |⟲τ ⟩ as the target self-loops and s = 1. Applying the phase inversion operator, represented by
Equation 10.

Q = I(n+m)·N − 2
∑

ω

n−1∑

ϵ=0

|ϵ, ω⟩ ⟨ϵ, ω| − 2
∑

ω

∑

τ

|⟲τ=0, ω⟩ ⟨⟲τ=0, ω| (10)

where In+m is the identity operator of dimension n+m and |⟲τ=0⟩ as the target self-loop, we have

|⃗x⟩ = − |x⃗,⟲0⟩+ |x⃗,⟲1⟩+ |x⃗,⟲2⟩+ · · ·+ |x⃗,⟲m−1⟩ − |x⃗, 0⟩ − |x⃗, 1⟩ − |x⃗, 2⟩ − · · · − |x⃗, n− 1⟩ . (11)

3 Experiment setup

According to Shenvi et al. [2003], Potoček et al. [2009], part of the probability amplitude of a quantum walk on the
hypercube is retained at vertices adjacent to a marked vertex, and if two marked vertices on the hypercube are adjacent
stationary states are formed [Nahimovs, 2019]. Souza et al. [2021] showed that adjacent marked vertices interfere with
the search performance. Therefore, the experiments performed in this work are divided into the following two scenarios.
In the first scenario, we consider both adjacent and non-adjacent marked vertices. In the second scenario, we consider
only the adjacent marked vertices.

3.1 Definition of marked vertex samples

According to the definitions of the hypercube, two vertices are adjacent if the Hamming distance between them is 1.
Non-adjacent vertices are those that have a Hamming distance of at least 2 from any other vertex. In this way, we define
the set of marked vertices to execute the simulations. The set of marked vertices is divided into Mk,γ groups of samples
with k vertices and j samples.

The first set is formed by the vertices that are both adjacent and non-adjacent. This set is divided into twelve groups of
one hundred samples. For each sample of k adjacent vertices, other k − 1 non-adjacent vertices are also marked, and
thirty MSLQW-PPI are performed. Therefore, thirty-six hundred simulations are performed. Every hundred simulations
we preserve the same k adjacent marked vertices and vary the locations of the k − 1 non-adjacent marked vertices, for
example, if k = 3 we have two adjacent marked vertices and one non-adjacent marked vertex,

M3,100 = [{0, 1, 1128}1, {0, 1, 2950}2, . . . , {0, 1, 1470}100]
Every one hundred new simulations, k new adjacent vertices and (k − 1) · 100 new non-adjacent vertices are marked
and added to the group until k + (k − 1) = 5, 7, . . . , 25.

The second set is formed by the adjacent vertices. This set is divided into twelve groups of one sample that contain
between 2 and 13 marked vertices. To search for adjacent vertices, twelve simulations are performed. Initially, we have
two marked vertices and at each new simulation a new vertex is marked and added to the new group as follows

M2,1 = {0, 1},M3,1 = {0, 1, 2}, . . . ,M13,1 = {0, 1, 2, . . . , 1024, 2048}
until all adjacent vertices are marked.

The samples have k distinct vertices, i.e., without replacement. The simulations performed in the set of the first scenario
were necessary so that we could obtain the average behavior based on the relative position of the non-adjacent marked
vertices and verify their influence on the results. In each simulation, thirty MSLQW-PPI are performed. The stop
condition for a simulation occurs after each of the thirty walks obtains the maximum value of the probability amplitude.
In each quantum walk, a number m of self-loops per vertex was defined, which varies between 1 and 30. The weight l
is distributed by dividing its value between m equal parts.

4
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3.2 Hardware and software setup for the simulations

The simulations were performed using the Parallel Experiment for Sequential Code - PESC [Henrique et al., 2023], to
perform computational simulations distributed over a network. The platform provides a web interface for configuring
simulation requests and manages the status and lifecycle of the request. The use of the platform simplified the
simulations execution process, which was important to support the collect the study data. The tool is being developed for
the instrumentation and optimization of the research group’s computational experiments. The programming language
used to write the algorithms was Python 3.7. All machines that were used in the simulations utilize the operational
system, Ubuntu 18.04.6 LTS (Bionic Beaver), and have an HD of 500 GiB. Table 1 shows the machines’ settings.

Table 1: Machine hardware configuration.

Adapted from: [Souza et al., 2023].

Machines System RAM System Processor

1 8 GiB Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz
1 16 GiB Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz
2 32 GiB Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz
2 32 GiB Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz

4 Results and discussion

As previously defined, the experiments are divided into two scenarios according to the type of marked vertices. In
the first scenario, we have adjacent and non-adjacent marked vertices. As we analyzed the relative positional of the
non-adjacent marked vertices, thirty-six thousand simulations were performed, which are divided into twelve groups
with one hundred samples from k vertices, and to each sample was performed thirty quantum walks MSLQW. Then, the
variability of the results was also analyzed and is represented in Fig. 2. In the second scenario, we only have adjacent
marked vertices. Each node has the same number of adjacent vertices as the hypercube’s degree number, therefore,
twelve simulations were realized, and in each simulation, thirty MSLQW-PPI were also performed. The quantum walks
vary according to the number of self-loops from one to thirty. The results are represented in Figures 1 and 3 respectively.
They present the maximum probability of success according to the number of self-loops and marked vertices.

4.1 Analyzing the search with adjacent and non-adjacent marked vertices

Fig. 1a shows the probability of success for the weight l = n/N . Rhodes and Wong [2020] proposed this weight value
to search a single vertex while Souza et al. [2021] used it to search multiple vertices, however, the results showed that
this weight value is not ideal in this case. Souza et al. [2023] used this weight value and applied MSLQW-PPI to search
for multiple non-adjacent marked vertices but there was no increase in the maximum probability of success. In this
article, the maximum average probability obtained p = 0.999 with three marked vertices (two adjacent vertices and one
non-adjacent vertex) and a single self-loop, which is a result close to that achieved by Souza et al. [2021] of p = 0.997.
In both cases, as the number of marked vertices increases, the maximum probability of success decreases.

Fig. 1b shows the success probability using the weight l = (n/N) · k. In cases where there are only non-adjacent
marked vertices, for this weight value, only a single self-loop is needed [Souza et al., 2021, 2023]. Although, when
there are adjacent marked vertices, it is necessary to increase the number of self-loops to obtain success probabilities
close to 1 as we can see in Table 2. In some cases, we can observe that there was an improvement in the probability of
success compared to the results obtained with the use of only one self-loop.

Comparing columns A and C of Table 2, we can see that from a certain quantity of self-loops, it is possible to obtain
more significant probabilities than those achieved with the use of a single self-loop. It is necessary to use the least
number of self-loops to obtain these results. Now, comparing columns B and C with at least two self-loops, it is possible
to improve the maximum probability of success. However, for this self-loop weight value, as the number of marked
vertices increased, only a single self-loop is needed to achieve probabilities of approximately p ≈ 0.98.

Fig. 1c shows the probability of success in the search for adjacent and non-adjacent vertices using the weight value
l = n2/N . This weight is proposed by Souza et al. [2023] and is composed of the weight value proposed by Rhodes
and Wong [2020] to search for one marked vertex plus an exponent in the element that represents the degree of the
vertex in the numerator. Compared with the results found by Souza et al. [2021] and with the results shown in Fig. 1a,
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(a) l = n/N (b) l = (n/N) · k

(c) l = n2/N (d) l = (n2/N) · k

Figure 1: The probability of success of the MSLQW-PPI to search for adjacent and non-adjacent marked vertices with
n = 12 and N = 4096 vertices. (a) weight value l = n/N . (b) weight value l = (n/N) · k. (c) weight value l = n2/N .
(d) weight value l = (n2/N) · k.

there was a significant improvement in the maximum probability of success for numbers k > 3 marked vertices. In this
scenario, the success probabilities depend on the inversely proportional relationship between the number k of marked
vertices and the number m of Self-loops. This means that as the number of marked vertices increases, the number of
self-loops decreases and the other way around, however, the maximum probability of success continues above p = 0.97.

Another analysis of the results for the weight l = n2/N was performed. Two different scenarios are compared and
some results are shown in Table 3. The results presented in column A refer to the scenario with only non-adjacent
marked vertices obtained by Souza et al. [2023]. In the scenario presented in column B where we have both types of
marked vertices for each k adjacent vertices, we have k − 1 non-adjacent vertices. Although there are adjacent marked
vertices in the sample, the use of multiple self-loops guarantees, in some cases, maximum success probabilities close to
1.

Note that, in the case where there are only non-adjacent marked vertices, as the number of marked vertices increases the
number of self-loops decreases. However, when there are marked adjacent vertices, a larger number of self-loops is
needed to maintain the success probability close to the maximum. Comparisons made between different scenarios and
the same weights show that the type of marked vertex influences the search result. However, although there are adjacent
marked vertices in the sample, partial state inversion guarantees, in some cases, maximum success probabilities close to
1.

Now, we are going to analyze the case where the scene is the same but the weights are different. Considering the
behavior of the probability of success in Figures 1c and 1d, we can see that not only the type of marked vertices
influences the probability of success, but also the weight value. Note that the difference in weight composition, in
this case, is the number of marked vertices. We can see that after the increase in the number of self-loops, overall we

6
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Table 2: Cases for searching adjacent and non-adjacent marked vertices where more than one self-loop is required to
obtain a maximum probability close to 1 using the weight l = (n/N) · k proposed by Souza et al. [2021]. Rows with
( - ) in column A mean that the same values are reached in the same rows in column B.

A B C

k p m p m p m

3 0.794 8 0.999 3 0.754 1
5 0.911 4 0.996 2 0.863 1
7 0.931 3 0.993 2 0.921 1
9 - - 0.981 2 0.948 1

11 - - 0.970 2 0.964 1

Table 3: Comparison between the probability of success and number of self-loops for two different scenarios for weight
value l = n2/N . Column A represents the results found by Souza et al. [2023] to search for non-adjacent marked
vertices and column B to search for adjacent and non-adjacent marked vertices.

A B

k p m p m

3 0.999 4 0.999 12
5 0.990 2 0.997 5
7 0.992 2 0.996 3
9 0.978 1 0.996 2
11 0.996 1 0.983 2

had a significant improvement in the probability of success. We can better see these results in Table 4 with shows the
maximum probabilities of success and the number of self-loops according to the number of marked vertices and weight
value. Comparing the results described in Table 4a and Table 4b, it is important to realize that the weight composition is
very relevant. Although the type of marked vertices can influence the probability of success, with an ideal weight value
along with an ideal number of self-loops, it is possible to improve the results. The exception was k = 3, where there
was a reduction in the probability of success but still close to 1. The other bold lines show the cases with the more
expressive improvements in the probability of success. In general, there was a significant increase in the number of
self-loops.

Table 4: Ideal number of self-loops and maximum probability of success for searching adjacent and non-adjacent
marked vertices. (4a) weight value l = n2/N . (4b) weight value l = (n2/N) · k.

(a)

k p m k p m

3 0.999 12 15 0.996 1
5 0.997 5 17 0.991 1
7 0.996 3 19 0.980 1
9 0.996 2 21 0.960 1

11 0.983 2 23 0.941 1
13 0.983 1 25 0.920 1

(b)

k p m k p m

3 0.988 30 15 0.997 16
5 0.997 25 17 0.996 16
7 0.997 22 19 0.997 15
9 0.996 19 21 0.997 15

11 0.996 18 23 0.996 16
13 0.996 16 25 0.995 15

As in Souza et al. [2023], we analyzed whether the relative position of the non-adjacent marked vertices influences
the results of the maximum probability of success. We also used the coefficient of variation to analyze the level
of dispersion of the results. The relative position of the non-adjacent marked vertices also did not show significant
influence considering a numerical precision of four digits. Fig. 2 shows the coefficient of variation for the results
presented in Fig. 1. Variations around the mean value are small, however, the behavior shown is stable. The maximum

7



Search for Multiple Adjacent Marked Vertices on the Hypercube by a QW with PPI A PREPRINT

success probabilities close to 1 coincide with these small variations. Considering the weight value of the self-loop, in
general, the weight l = (n2/N) · k indicated minor variability.

(a) l = n/N (b) l = (n/N) · k

(c) l = n2/N (d) l = (n2/N) · k

Figure 2: The coefficient of variation of the MSLQW-PPI to search for adjacent and non-adjacent marked vertices. The
results are represented in percentage terms. (a), (b), (c), and (d) represents the coefficient of variation of the results
presented in Figures 1a, 1b, 1c, and 1d for the weight values l = n/N , l = (n/N) · k, l = n2/N , and l = (n2/N) · k,
respectively.

4.2 Analyzing the search with adjacent marked vertices

The simulations performed in the samples of the previous scenario were necessary so that we could obtain the average
behavior based on the relative position of the non-adjacent marked vertices. In this scenario, let us analyze only adjacent
vertices. According to Nahimovs et al. [2019], when there are two adjacent marked vertices, a stationary state occurs. In
this case, the maximum probability of success obtained in our simulations was approximately p = 0.02 for all weights.
Now, consider k ⩾ 3. Fig. 3a shows the probability of success for the weight l = n/N . Comparing the results presented
by Souza et al. [2021] and Souza et al. [2023] to search for multiple marked vertices and a single self-loop we had an
improvement in the success probability for k = 3 marked vertices which were p = 0.745 and evolved to p = 0.999
with m = 3 self-loops.

Fig. 3b shows the probability of success for the weight l = (n/N) · k. Compared to the results obtained by Souza
et al. [2021] for searching multiple adjacent marked vertices using a single self-loop, there was an improvement in
the probability of success. As we can see in Table 5, two results are significant, the search for k = 3 marked vertices,
with 9 self-loops allowed to increase the probability from p = 0.386 to p = 0.999. For k = 4 marked vertices, with
4 self-loops allowed to increase the probability from p = 0.639 to p = 0.996. Fig. 1b shows the results where both
adjacent and non-adjacent vertices are marked. Analyzing the cases where the number of marked vertices is the same,

8
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i.e., k = {3, 5, 7, 9, 11} with m = 2 self-loops, although the scenarios are different, the maximum probability of
success remained above p = 0.99.

(a) l = n/N (b) l = (n/N) · k

(c) l = n2/N (d) l = (n2/N) · k

Figure 3: The probability of success of the MSLQW-PPI to search for adjacent marked vertices with n = 12 and
N = 4096 vertices. (a) weight value l = n/N . (b) weight value l = (n/N) · k. (c) weight value l = n2/N . (d) weight
value l = (n2/N) · k.

Again, let us analyze two different scenarios for the same weight values. Fig. 3c shows the success probabilities
for searching only adjacent marked vertices while Fig. 1c shows the success probabilities for searching adjacent and
non-adjacent marked vertices both using the weight l = n2/N . Note that the behaviors are very similar, however, in the
scenario where there are only adjacent marked vertices, which is the case in Fig. 3c, a greater number of self-loops is
necessary when the density of adjacent marked vertices is small. Table 6 shows the comparison between the success
probabilities and the number of self-loops for the cases where the number of marked vertices is the same. Again, note
that the results are similar except for k = 3, where there was a significant increase in the number of self-loops.

Now, consider Fig. 3d. It shows the success probabilities to search for adjacent marked vertices using the self-loop
weight l = (n2/N) · k. Compared with the results of the scenario presented in Fig. 1d we notice a very similar behavior
where for a small density of marked vertices a greater number of self-loops is necessary, however, when this density of
marked vertices increases, the number of self-loops decreases to the point of approaching the results presented by Souza
et al. [2023] for the same weight value l = (n2/N) · k. Table 7 shows the number of self-loops needed to obtain the
maximum probabilities of success. Comparing with the results presented in Table 4b for the same numbers of marked
vertices, it is possible to see that, a greater number of self-loops are required to achieve success probabilities close to 1
when there are only adjacent marked vertices. However, for k = 3, m = 30 was insufficient.

To obtain the complexity of the algorithm proposed by Souza et al. [2023]. applied to the search for adjacent vertices,
two analyses were performed. The first analysis described in Fig. 4 shows the runtime complexity when N = 2n

is changed. The second analysis described in Fig. 5 shows how the runtime complexity behaves when m self-loops

9
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Table 5: Comparison between the success probabilities and the number of self-loops to search for adjacent marked
vertices with the weight l = (n/N) · k. (5a) shows the results obtained by Souza et al. [2021] using a single self-loop.
(5b) shows the results in this work using multiple self-loops.

(a)

k p

3 0.386
4 0.639
5 0.783
6 0.853
7 0.889
8 0.916
9 0.937

10 0.942
11 0.945

(b)

k p m

3 0.999 9
4 0.996 4
5 0.997 3
6 0.994 2
7 0.997 2
8 0.994 2
9 0.990 2

10 0.982 2
11 0.975 2

are added at each vertex of the hypercube. As in Souza et al. [2023], the computational cost when we consider the
hypercube size is O(

√
((n+m)). The computational cost where m self-loops varies is O(log (m)).

(a) Adjacents. (b) Adjacents and non adjacents.

Figure 4: The time complexity of the algorithm relative to the size of the hypercube. The solid red line represents the
estimated curve and the blue dots are the numerical simulation values of the quantum walk.

5 Conclusions

In this work, we analyzed the application of MSLQW-PPI in two scenarios based on the type of marked vertices:
adjacent and non-adjacent. In the first scenario, the two types of marked vertices were searched. Here, we analyzed the
relative position of the non-adjacent marked vertices to verify your influence on the results about adjacent vertices,
for this, the coefficient of variation was also used to verify the dispersion of results around the maximum success
probability mean value as Souza et al. [2023]. In the second scenario, we analyzed only the adjacent marked vertices.
The dependence on the self-loop weight value is inherent to the lackadaisical quantum walk. Therefore, the composition
of the weights is important. Thus, all analyses were made considering the four weight values. However, when applied
to MSLQW-PPI a strategy of weight distribution is equally necessary because due to the use of the multiple self-loop.
The strategy of weight distribution in this work was the same used by Souza et al. [2023], i.e., the weight l = l′/m.

In the first scenario, to search for adjacent and non-adjacent vertices, according to the results, the relative position of
non-adjacent marked vertices does not have a significant influence, considering a numerical precision of four digits.
The results obtained by Souza et al. [2021, 2023] to search for non-adjacent marked vertices indicate that the weight
values influenced the maximum success probabilities according to weight values l = (n/N) · k and l = (n2/N) · k.

10
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(a) Adjacents (b) Adjacents and non adjacents

(c) Adjacents (d) Adjacents and non adjacents

Figure 5: The algorithm’s time complexity concerning the number of self-loops at each vertex. The solid lines represent
the estimated curves. The points are the values from numerically simulating the quantum walk. For each figure, n is a
constant.

Table 6: Comparison between the probability of success and number of self-loops for two different scenarios. The
column for 1c represents the results of searching for adjacent and non-adjacent vertices and the column for 3c to search
for adjacent vertices.

Figures

1c 3c

k p m p m

3 0.999 12 0.991 30
5 0.997 5 0.998 7
7 0.996 3 0.995 3
9 0.996 2 0.995 2
11 0.983 2 0.986 2
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Table 7: Maximum success probability and number of self-loops to search for adjacent marked vertices with the weight
l = (n2/N) · k.

k p m

3 0.681 30
4 0.943 30
5 0.995 30
6 0.999 28
7 0.998 24
8 0.998 21
9 0.998 20

10 0.996 19
11 0.997 18
12 0.997 18
13 0.997 17

Moreover, when we analyze the coefficient of variation, we saw that a minor variability coincides with the maximum
probability of success. Fig. 2 shows that the number of marked vertices influences the results causing a more significant
variability. In the second scenario, the results obtained in the search for adjacent marked vertices present very similar
results to the search for adjacent and non-adjacent marked vertices, except in some cases. For example, when the weight
l = (n2/N) · k, the number of self-loops increases considerably.

In summary, we conclude that for MSLQW-PPI, there is a dependence between the weight value, the vertex type, the
number of marked vertices, and the number of self-loops needed to obtain success probabilities close to 1. In the search
for adjacent and non-adjacent marked vertices, the weight that presented the best results was l = (n2/N) · k. In the
search for adjacent marked vertices, three of four weights presented the best results: l = (n/N) · k, l = (n2/N), and
l = (n2/N) · k. The results presented in Fig. 3d show that from a certain k, the self-loops converge to a certain quantity.
In future works, we intend to apply this methodology to evaluate the MSLQW-PPI in other d-regular structures with
samples that contain adjacent marked vertices. We intend to verify the convergence of the number of multiple self-loops
for a specific m from a certain k for the weight value l = (n2/N) · k to search for adjacents marked vertices.
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This thesis investigated the application of quantum walks in different contexts,

addressing theoretical and practical challenges through four independent but interrelated

studies. Each study represents a contribution that expands the possibilities for applying

quantum walks.

In the paper “Classical Artificial Neural Network Training Using Quantum Walks

as a Search Procedure”, the application of quantum walks in the training of classical neural

networks is presented. The integration of quantum computing and classical algorithms can

offer significant computational advantages. This work contributed to the field of hybrid

computing, demonstrating the potential of quantum walks as a tool to enhance machine

learning techniques.

In the paper “Lackadaisical Quantum Walk in the Hypercube to Search for Multiple

Marked Vertices”, the lackadaisical quantum walk on the Hypercube was analyzed for

searching multiple solutions. An ideal self-loop weight value for multiple solution searches

on the hypercube was proposed. It was found that the presence of adjacent vertices among

the solutions affects the algorithm’s efficiency. This highlights a limitation of quantum

walks and provides an understanding of scenarios where such algorithms can be applied

effectively.

To mitigate the limitations observed in the previous work, an original approach

was proposed in the paper “Multi-Self-Loop Lackadaisical Quantum Walk with Partial

Phase Inversion” (MSLQW-PPI). This method is based on the lackadaisical quantum

walk for partial phase inversion of multiple self-loops, and addresses the search for both

adjacent and non-adjacent vertices. This proposal represents a methodological advance

and expands the possibilities for manipulating systems based on quantum walks. The

lackadaisical quantum walk shows a strong dependency on self-loop weights. Thus, two

new weights were proposed for use with this novel approach.

In the paper “Search for Multiple Adjacent Marked Vertices on the Hypercube by

Quantum Walk with Partial Phase Inversion”, the proposed method was applied to the

problem of search for adjacent solution vertices. The results showed that the proposed

approach can overcome the limitations identified earlier, highlighting its potential to solve

more complex and specific problems.

The studies are interconnected by their objectives to explore and push the limits of

quantum walk applications in different contexts. The first work demonstrates how quantum
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computing can complement classical algorithms, while the subsequent papers deepen the

theoretical comprehension of quantum walks and propose advances to overcome practical

limitations. These studies not only reinforce the flexibility of quantum walks but also

provide a foundation for future hybrid and theoretical applications. The progression of

the works reflects continuous development, culminating in a robust solution for search

problems, even in contexts where solutions are adjacent.

Based on the results found in this thesis, several perspectives for future work can

be outlined. Wong’s quantum walk on the complete graph depends on a transformation

that reduces an N -dimensional graph to a 4-dimensional space. Thus, it is possible to

develop a quantum base-change operator that transforms an N -dimensional graph into an

n-dimensional state. Additionally, it is necessary to describe a quantum oracle capable

of determining whether a set of weights trains a classical artificial neural network. Since

part of a quantum system’s energy on a hypercube is retained in vertices adjacent to a

solution, a potential future direction could be the analysis and proposal of a procedure for

initializing synaptic weights in a set of vertices adjacent to a vertex that is a solution.

In this thesis, the MSLQW-PPI methodology was applied to the hypercube. Future

work could apply MSLQW-PPI to other d-regular structures and evaluate its behavior. It

was observed that the composition of self-loop weights takes into account the components

characterizing the structures that define the space where the walk occurs. In this context,

a possible future endeavor would be proposing a class of self-loop weights based on the

value of the exponent α, as well as evaluating the inclusion of other parameters in defining

self-loop weights, such as the number s of inverted self-loops or the total number m of

self-loops required to achieve maximal success probabilities close to 1.

In the annexes, the article titled “On the Application of the Lackadaisical Quantum

Walk Algorithm for Searching Multiple Solutions in Grids”, published in Information

Sciences and co-authored by the author, provides an analysis of several issues related to the

lackadaisical quantum walk algorithm applied to n-dimensional grids. Premature stopping

conditions, spatial density, and relative distance of solutions, as well as the appropriate

weight adjustment for the self-loop, can compromise the search for multiple solutions. This

article is closely related to the results found in this thesis and provides several insights on

weight adjustments and the influence of solution adjacency on search results.

We believe this work has contributed to the continuous advancement of quantum
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walks. Furthermore, these advances allowed for the observation of other relationships

affecting the behavior and results of quantum walks, such as the impacts caused by the

adjacency of solutions in search spaces, the reuse of multiple self-loops associated with

weight distribution strategies among self-loops, and, especially, the partial application of

phase inversion. Finally, this thesis offers promising perspectives for new approaches to

quantum search algorithms based on quantum walks.
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Abstract

Quantum computing promises to improve the information processing power to levels
unreachable by classical computation. Quantum walks are heading the development of
quantum algorithms for searching information on graphs more efficiently than their clas-
sical counterparts. A quantum-walk-based algorithm standing out in the literature is the
lackadaisical quantum walk. The lackadaisical quantum walk is an algorithm developed to
search graph structures whose vertices have a self-loop of weight l. This paper addresses
several issues related to applying the lackadaisical quantum walk to search for multiple so-
lutions on grids successfully. Firstly, we show that only one of the two stopping conditions
found in the literature is suitable for simulations. In the most discrepant case shown here,
a stopping condition is prematurely satisfied at the step T = 288 with a success proba-
bility Pr = 0.593276, while the suitable condition captures the actual amplification that
occurred until T = 409 with Pr = 0.878178. We also demonstrate that the final success
probability depends on both the space density of solutions and the relative distance between
solutions. For instance, we show here that decreases in the density of solutions can even
take a success probability of 0.849178 to 0.961896. In contrast, increases in the relative
distances can even take a success probability of 0.871665 to 0.940301. Furthermore, this
work generalizes the lackadaisical quantum walk to search for multiple solutions on grids
of arbitrary dimensions. In addition, we propose an optimal adjustment of the self-loop
weight l for such d-dimensional grids. It turns out other fits of l found in the literature are
particular cases. Our experiments demonstrate that successful searches for multiple solu-
tions with higher than two dimensions are possible by achieving success probabilities such
as 0.999979, with the value of l proposed here, where it would be 0.637346, with the value of
l proposed in previous works. Finally, we observe a two-to-one relation between the steps of
the lackadaisical quantum walk and Grover’s algorithm, which requires modifications in the
stopping condition. That modified stopping condition can escape intermediary fluctuations
that would produce premature stops at T = 6 with Pr = 0.000878 where the system can
evolve until T = 354 with Pr = 0.99999, as an example that we show here. In conclusion,
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this work deals with practical issues one should consider when applying the lackadaisical
quantum walk, besides expanding the technique to a broader range of search problems.

1 Introduction

Quantum computing is expected to demonstrate supremacy [1] over classical computing through
the exploration of inherently quantum phenomena such as superposition and entanglement [2].
The opportunities that emerge from the quantum realm have attracted significant efforts in
research areas like information security [3], decision making [4], artificial neural networks [5],
and optimization [6]. Regarding optimization, the scientific community is actively developing
quantum or even quantum-inspired meta-heuristics of search, such as genetic algorithms and
particle swarm optimization [7, 8, 9]. Searching is one of the tasks where quantum computing
has the most known examples of speedup over classical counterparts, mainly due to the algorithm
proposed by Grover [10]. Grover’s algorithm can successfully search for a single element within
a disordered array of N items in O(

√
N) steps, which is a quadratic speedup over the classical

analogs.
However, if the task is a spatial search, Benioff [11] showed that a quantum robot using

Grover’s algorithm is no more efficient than a classical robot because both require O(N log
√
N)

steps to search 2-dimensional grids of size
√
N x

√
N . It makes room for employing other

techniques to search for information on physical regions modeled as connected graphs [12], also
known as spatial search problems. Then, in pursuit of the speedup that Grover’s algorithm failed
to provide, researchers addressed that type of problem using quantum walks. First, Childs and
Goldstone [13] addressed a 2D spatial search problem using a continuous-time quantum walk
but failed to provide substantial speedup. On the other hand, Ambainis et al. [14] proposed an
algorithm capable of finding the solution in O(

√
N logN) steps using a discrete-time quantum

walk. Childs and Goldstone [15] showed later that a continuous-time model of quantum walks
can also achieve this same speedup.

Over time, quantum walks for other graph structures have been developed [16, 17, 18, 19,
20, 21, 22], but the attempts to improve the search on 2D grids also continued. In particular,
the lackadaisical quantum walk (LQW) developed in [23] has been drawing attention because
it improved the 2D spatial search by making a simple modification to the algorithm proposed
in [14]. The modification was to attach a self-loop of weight l at each vertex of the 2D grid.
Adding a new degree of freedom to enable staying at the same position had already been studied
for the quantum walk on the line [24], where analysis of time scaling [25], entanglement entropy
and temperature [26], and decoherence [27] have been made recently. The LQW, in turn, added a
weighted edge that points to the same vertex on the 2D grid. When the weight l of the self-loop
is optimally adjusted, the LQW can find the solution to the search problem in O(

√
N logN)

steps, which is an O(
√

logN) improvement over that loopless version presented in [14].
The LQW improvement was achieved by fitting the self-loop weight to l = 4/N , where N is

the total number of vertices. This optimal value is only one instance of a general observation
about the LQW searching vertex-transitive graphs with m = 1 solutions. For these cases, the
optimal value of l equals the degree of the graph without loops divided by N [28]. An analytical
proof of this conjecture is given in [29] using the fact that the quantum interpolated walk can
approximate the LQW. However, that conjecture about the adjustment of l does not hold when
the grid’s number of solutions m is higher than 1. Thus, another adjustment of l is required.
Nahimovs [30] proposed two adjustments of l for arbitrary placements of the solutions, both in

the form l = 4(m−O(m))
N . After that, Giri and Korepin [31] showed that one of these m solutions

can be obtained with sufficiently high probability in O(
√

N
m log N

m ) steps. Saha et al. [32] showed
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that l ≈ 4
N(m+1) is the optimal value for the exceptional configuration of m solutions arranged

as a block of
√
m x

√
m within the grid.

This paper is a solid continuation of the incipient conference paper presented in [33]. Fig-
ure 1 shows a general flowchart of our complete research, which is an extensive experimental
analysis of the LQW search algorithm. The main flow represents the studies performed here,
linked by connectors. Previous knowledge and the knowledge discovered in this research are
linked to the main flow by arrows. Each study is decomposed into minor activities with their
intermediary contributions, which compose all the knowledge provided by this research to the
scientific community.

From the previous efforts related to the search on 2D grids by the LQW algorithm, one of
the ideas that can be learned is that the simulations should stop according to two interchange-
able stopping conditions. However, we demonstrate through a convergence analysis that LQW
simulations should stop according to the stopping condition used in [23] only because that con-
dition captures the maximum amplification of the system. In contrast, the stopping condition
used in [30] is satisfied prematurely, i.e., when the system can evolve even further. After, we
investigate the impacts of solution setups on the final success probabilities achieved by the LQW
algorithm. As a result, we show that the final success probability is inversely proportional to
the space density of solutions and directly proportional to the relative distance between solu-
tions. Those results have already been corroborated and extended in the literature. Nahimovs
and Santos [34] showed that the success probability is inversely proportional to the density of
solutions not only on rectangular 2D grids but also on triangular and honeycomb 2D grids.

We finally consolidate the work by addressing the search for multiple solutions on d-dimensional
grids. As the first step in this direction, we generalize the LQW algorithm to such a new scenario
by rewriting its mathematical formalism. In this way, we enable the LQW to search for solutions
with arbitrary dimensions. Retrieving higher than two quantities per solution is supposed to
enlarge the spectrum of applications. For example, one application we glimpse is to use the
LQW to search all weights and biases of artificial neural networks, inspired by works that ap-
plied a lackadaisical quantum walk for complete graphs [35, 36]. As quantum information routing
by quantum walks can benefit from high dimensional cases [37], spatial information search by
quantum walks can also. For example, spatial search by quantum walks on sufficiently high
dimensions can allow the full O(

√
N) speedup, which is unfeasible in low dimensions [12, 13].

Thus, the solution to the search problem may be retrieved even faster.
Proceeding to the application of the generalized LQW, a new optimal self-loop weight becomes

necessary to achieve success in d-dimensional grids. We then propose a generalized adjustment
for the value of l. It turns out that other fits reported in the literature [23, 28, 30] are particular
cases. The adjustment of l proposed here has already been used in the literature as evidence to
consider the number of solutions in the value of l when searching hypercubes [38]. Finally, we
observe a two-to-one relation between the steps of the LQW and the steps of Grover’s algorithm,
which requires a modification in the stopping condition. In conclusion, this work addresses
several practical issues that are critical to the successful application of the LQW algorithm when
searching for multiple solutions on grids.

This paper is organized as follows. Section 2 presents the theoretical background about the
task of search on 2D grids by the LQW algorithm. Here, the reader is expected to be familiar
with the basics of quantum computing. If it is not the case, knowledge from the basic to the
advanced levels can be obtained in [2, 39]. Section 3 compares the different stopping conditions
used in previous works. After, Section 4 relates the impacts on the final success probability
to both the space density of solutions and the relative distance between solutions. Section 5
includes generalizing the LQW to grids of arbitrary dimensions with multiple solutions, finding
a new optimal value of l, and modifying the stopping condition to tolerate a meaningful kind of
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fluctuation. Finally, Section 6 presents concluding remarks.

2 Search with the Lackadaisical Quantum Walk

The classical random walk is a probabilistic movement in which a particle jumps to its adjacent
positions based on the outcome of a non-biased random variable at each step [40]. Generally,
the random variable is a fair coin with one degree of freedom for each possible direction of
movement in the space at hand. This simple concept can also support sophisticated approaches
to practical problems, such as random-walk-based recommendations of potential lenders in peer-
to-peer lending [41].

The quantum walk, in turn, is a generalized concept compared to the classical random walk.
That high-level idea of conditioned movements remains, but quantum operations are responsible
for evolving the system. In this context, quantum properties such as interference and superpo-
sition allow the quantum walk to spread quadratically faster than the classical one [40]. This
advantage, therefore, can be used to search spatial regions more efficiently [42].

2.1 Spatial Search with a Quantum Walk

Ambainis et al. [14] proposed a quantum walk algorithm to search a single vertex, also called
the marked vertex, in the 2-dimensional grid of L × L = N vertices. In that work, the process
evolved on the Hilbert space H = HC ⊗HP , where HC is the 4-dimensional coin space, spanned
by {|↑〉 , |↓〉 , |←〉 , |→〉}, and HP represents the N -dimensional space of positions, spanned by
{|x, y〉 : x, y ∈ [0, . . . , L− 1]}.

Firstly, the coin toss is accomplished by the operator C presented in Equation 1, which
combines the coin operators C0 and C1 in such a way that C1 is applied only to the marked state
|v〉, while C0 is applied to the others. This idea of different evolution regimes for marked and
unmarked vertices was introduced in [17]. Particularly, Ambainis et al. [14] defined C0 as the
Grover diffusion coin: C0 = 2 |s〉 〈s| − I4, where |s〉 = 1

2 (|↑〉 + |↓〉 + |←〉 + |→〉) and I4 denotes
the 4-dimensional identity operator. Finally, C1 was defined as −I4. Thus, −I4 is applied to the
marked state, while the Grover diffusion coin is applied to the others.

C = C0 ⊗ (I4 − |v〉 〈v|) + C1 ⊗ |v〉 〈v| (1)

Then, the flip-flop shift operator Sff is applied to move the quantum particle while inverting

the coin state, as presented in Equation 2. This shift works mod
√
N = L because the grid has

periodic boundary conditions. Finally, the quantum walk is a repeated application of the operator

U = Sff ·C to the quantum system |ψ〉, which begins in the state |ψ(0)〉 = 1√
N

∑√N−1
x,y=0 |s〉⊗|x, y〉.

Sff |→〉 |x, y〉 = |←〉 |x+ 1, y〉
Sff |←〉 |x, y〉 = |→〉 |x− 1, y〉
Sff |↑〉 |x, y〉 = |↓〉 |x, y + 1〉
Sff |↓〉 |x, y〉 = |↑〉 |x, y − 1〉

(2)

As a result, the marked vertex can be obtained at the measurement with a probability
O(1/ logN) after T = O(

√
N logN) steps. To achieve a success probability near to 1, am-

plitude amplification [43] was applied, which implied additional O(
√

logN) steps. Hence, the
total running time of this quantum-walk-based search algorithm is O(

√
N logN).
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2.2 Improved Running Time by the Lackadaisical Quantum Walk

The LQW search algorithm [23] is an approach strictly based on the algorithm designed in [14]
that we just discussed. The main modification is to attach a self-loop of weight l at each vertex
of the 2D grid, which implies other changes in the loopless technique. First, HC is spanned
now by {|↑〉 , |↓〉 , |←〉 , |→〉 , |	〉} because of the new degree of freedom. However, no changes are
required for HP .

Regarding the coin operator, C0 was defined as the Grover diffusion coin for weighted
graphs [44], so C0 = 2 |sc〉 〈sc| − I5, where |sc〉 is the non-uniform distribution presented in
Equation 3, and I5 denotes the 5-dimensional identity operator. Also, better results were found
when C1 = −C0, outperforming that choice of C1 = −I used in [14]. About the shift operator
Sff , it works like an identity operator when applied to |	〉 |x, y〉. Finally, the quantum sys-
tem |ψ〉 begins in a uniform distribution between all vertices with their edges in the weighted
superposition |sc〉 presented in Equation 3 instead of the uniform |s〉.

|sc〉 =
1√

4 + l
(|↑〉+ |↓〉+ |←〉+ |→〉+

√
l |	〉) (3)

As a result, the LQW with l = 4/N finds the marked vertex with a success probability close
to 1 after T = O(

√
N logN) steps. It is an O(

√
logN) improvement over the loopless algorithm.

More sophisticated approaches can also achieve this improvement in the running time, like in [45],
but the LQW is a significantly simpler and equally capable technique. Moreover, the success
probability converges closer and closer to 1 if the number of vertices N increases when using that
optimal l.

Those numerical results reported in [23] were found by simulations that stopped when the
first peak in the success probability occurred. For that, the stopping condition monitored the
success probability at each step. When the current value was smaller than the immediately
previous one for the first time, the simulation stopped, and this immediately previous result was
reported as the maximum found.

2.3 Lackadaisical Quantum Walk with Multiple Solutions

If there are multiple marked vertices, i.e., multiple solutions in the search space, the LQW results
for the case with only one solution do not hold. Such cases with multiple solutions require new
optimal choices of the self-loop weight l. In this way, Nahimovs [30] optimally adjusted the value
of l for the cases where m solutions are randomly sampled within the 2D grid.

This multiple-solution adjustment of l occurred by searching for new optimal values in the
form l = 4

N · a, where a is a modifiable multiplicative factor. Thus, l was adjusted as a factor of
the optimal value for m = 1 reported in [23], which was l = 4/N . As a result, two adjustments

were proposed: l = 4m
N , for small values of m, and l = 4(m−√m)

N , for large values of m. To
find these optimal values of l, the m solutions were arranged following the Mm set presented in
Equation 4. However, random placements of solutions yielded similar results.

Mm = {(0, 10i) | i ∈ [0,m− 1]} (4)

Regarding the simulations performed in [30], a different stopping condition was used rather
than monitoring the success probability at each step. Alternatively, the inner product |〈ψ(t)|ψ(0)〉|
was monitored until its minimum was achieved, so the simulation stopped when this inner prod-
uct became close to 0 in absolute value for the first time.
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Table 1: Convergence step T and final success probability Pr, as the number of solutions m

increases, for the different stopping conditions used in previous works with l = 4(m−√m)
N .

m
Stopping Conditions

Marked Vertices |〈ψ(t)|ψ(0)〉|
T Pr T Pr

1 399 0.140828 420 0.138489
5 409 0.878178 288 0.593276
10 297 0.867440 249 0.704010
15 290 0.835395 254 0.747045
20 288 0.818635 268 0.778724

3 Comparison between Different Stopping Conditions

It is possible to find two stopping conditions in the literature regarding the LQW simulations.
One of them is to monitor the success probability until its maximum is achieved [23], where
“success probability” refers to the probability of measuring a marked vertex (a solution to the
search problem). Here, we name this stopping condition as “Marked Vertices”. The other
stopping condition found in the literature is to monitor the inner product |〈ψ(t)|ψ(0)〉| until its
minimum is achieved [30]. However, as the convergence of those stopping conditions has not
been compared, their interchangeability became an open question. Therefore, before conducting
further experimental analysis of the LQW search algorithm, we verified whether those conditions
converge to the same points from equal initial settings.

We conducted experiments using a setup equal to the one used in [30], i.e., a grid of 200 x 200
vertices with the m solutions following the Mm set. Constrained by this Mm scheme, up to 20
solutions can be placed in that space, since M20 = {(0, 0), (0, 10), . . . , (0, 180), (0, 190)}. Placing
more than 20 solutions in the 200 x 200 grid would require an organization other than the Mm

set so that the grid limits would not be extrapolated. However, as we used the Mm scheme, we
made experiments with 1, 5, 10, 15 and 20 solutions in the grid.

As a result, the stopping conditions converged to the same points for l = 4m
N , suggesting that

the stopping conditions are equivalent. However, it is not the case for l = 4(m−√m)
N . Table 1

contrasts the results obtained for l = 4(m−√m)
N when monitoring both the marked vertices and

the inner product |〈ψ(t)|ψ(0)〉|. As can be seen, the results tend to converge to the same points
as m increases. Nevertheless, the conditions were not equivalent because each was satisfied at
a different step T , which implied different final success probabilities Pr. Also, monitoring the
inner product |〈ψ(t)|ψ(0)〉| generated lower success probabilities in all cases.

Step by step, the system evolution was stored to investigate the divergence carefully. Figure 2
shows the evolution of the m = 5 case, which has the most significant discrepancy in Table 1.
The solid black line represents the condition that monitors the marked vertices, while the dashed
blue line represents the one that monitors the inner product |〈ψ(t)|ψ(0)〉|.

As reported in Table 1, the condition that monitors the inner product in absolute value is
satisfied prematurely at the step T = 288. It is said premature because the success probability
continues increasing until T = 409. After the step T = 288, though, the curves have a similar
growth damping, which raised a question about monitoring the real value of the inner product
rather than its absolute value.

Figure 3 shows the system evolution during 1000 steps. As before, the monitoring of the
marked vertices is represented by the solid black line. At this time, the inner product is monitored
without calculating its absolute value, represented by the dashed green line. Note that both
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Figure 2: System evolution step by step until the condition that monitors the marked vertices is
satisfied. The solid black line monitors that condition, while the dashed blue line monitors the
inner product in absolute value.

curves have the same behavior. Therefore, it is possible to conclude that the stopping conditions
used in previous works are equivalent if, and only if, the inner product is considered without
calculating its absolute value. Otherwise, only the condition that monitors the marked vertices
leads to the real amplitude amplification achieved by the LQW search algorithm.

In this manner, all results discussed in this work from now on were found using the stopping
condition that monitors the marked vertices. Since the objective is to measure the quantum sys-
tem when the maximum amplification in the success probability occurs, monitoring the marked
vertices is the most natural choice to define when the simulation should stop.

4 Solution Setups Affecting the Success Probability

After choosing the stopping condition properly in Section 3, we now move forward to addressing
factors that affect the final success probability achieved by the technique. Previous works have
already demonstrated the considerable dependence of the LQW algorithm on the self-loop weight
l [23, 30]. Expanding those analyses, we address the density of solutions and the relative distance
between solutions.

4.1 Previous Evaluations of Solution Densities and a Complementary
Experiment

The experiments performed by Wong [23] and Nahimovs [30] can reveal some dependence between
the success probability and the space density of solutions ρ, where ρ = m

N . However, such works
did not link the density of solutions and the success probability achieved at the end of the
simulation. Here, we briefly discuss these previous experiments identifying the impacts of ρ.
Finally, a complementary experiment was performed.

Firstly, Wong [23] investigated the impacts of adding more unmarked vertices in a grid with
only one solution. That experiment evaluated how decreases in the density of solutions could
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Figure 3: System evolution step by step during 1000 steps. The solid black line monitors the
marked vertices, while the dashed green line monitors the inner product without calculating its
absolute value.

affect the final success probability. As a result, the success probability tends to improve, even
though some disturbed behavior for the first values of N exists.

After that, Nahimovs [30] inserted more and more solutions in the 200 x 200 grid when
adjusting the value of l for multiple marked vertices. Since the grid size was fixed, that experiment
increased the density of solutions with each new vertex being marked. However, the probability
of measuring a marked vertex was smaller when m increased. It would be a counter-intuitive
idea in a classical world.

It is possible to comprehend the dependence between the total number of vertices N , the
number of solutions m, and the final success probability observing Grover’s algorithm [40]. Con-
sider |ω〉 as the state where the total energy of the quantum system is equally distributed only
between the marked states, so the success probability is 1. The goal of Grover’s algorithm is to
rotate the system’s state |ψ〉 to get as close to |ω〉 as possible. However, this is an iterative process
in which |ψ〉 rotates at each step by an angle θ. As θ is inversely proportional to N , increasing
N implies more steps T , but these fine rotations turn |ψ〉 closer to |ω〉 as N increases, explaining
the results of Wong [23]. As θ is proportional to m, increasing m implies fewer steps T if N � m,
although |ψ〉 gets less close to |ω〉 at the end, explaining the smaller success probabilities in the
experiments of Nahimovs [30] while m increased.

Thus, these previous experiments suggest that the success probability is inversely proportional
to the density of solutions within the grid due to having a more refined or less refined angle θ in
Grover’s rotations, as explained. In this work, a complementary experiment was made to fill the
gap not addressed by those previous works: decreasing the density of solutions, like in [23], in
a grid with multiple marked vertices, like in [30]. While we conducted this experiment, we also
searched for the optimal value of l in the form l = 4

N a, like in [30] again.
Figure 4 shows the peaks in the success probability, represented by the solid black line, and

the optimal a values that generated these peaks, represented by the dashed brown line, both as
functions of N . The density of solutions decreased in this case because m was always equal to
10, while N increased by adding unmarked vertices. The optimal values of a were searched with
a step size of 0.5, and N varied from 104 to 106 with the m = 10 solutions following the M10 set.

Again, there is a disturbed behavior for the first values of N , like in [23]. Afterward, the
success probability tends to 1, and the optimal value of a tends to the number of solutions
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Figure 4: Peaks in the success probability, represented by the solid black line, and respective
optimal values of a, represented by the dashed brown line, both as functions of N , with the
m = 10 solutions located in the 2D grid according to the M10 set.

m = 10. This experimental result suggests that the construction l = 4(m−O(m))
N proposed in [30]

is a way of adjusting for the cases where the density of solutions is not small enough. In the best
cases of solutions density, a equals m and, consequently, l = 4m

N .

4.2 A New Set of Solutions Increasing Relative Distances

In the last experiment, the m = 10 solutions were located always at the points {(0, 0), (0, 10), . . . ,
(0, 90)}, following the M10 set. That solutions distribution did not take advantage of the gradual
increment in the total number of vertices N . If the solutions were located far from each other,
it would be possible to continue evaluating how the success probability depends on the density
of solutions but also on the relative distance between solutions.

Thus, we propose an alternative to the Mm set that is the PL,m set presented in Equation 5.
Following this new set, the m solutions are located depending on the number of vertices in each
dimension L so that the grid size is better used. For example, m = 10 solutions on the 200 x
200 grid would be located at the points {(0, 0), (20, 20), . . . , (180, 180)}, following the P200,10 set.
Hence, the solutions are farther apart using the PL,m set than the Mm set.

PL,m =

{(⌊ L
m

⌋
i,
⌊ L
m

⌋
i

) ∣∣∣ i ∈ [0,m− 1]

}
(5)

Then, our complementary experiment that evaluated decreases in the density of solutions
with m = 10 solutions was redone, but using the PL,m set this time to localize the solutions
farther from each other. The results obtained with this new set of solutions are contrasted in
Table 2 with the ones obtained previously, which used the Mm set. The success probabilities in
Table 2 for the Mm set are precisely the ones already presented in Figure 4 but in terms of L
now because L is the variable used to define the PL,m set. It is worth reminding that L2 = N .

For all values of L, the set of solutions PL,m generated better results because the success
probability was higher and with fewer steps. Besides this, the disturbed behavior for the first
values of L did not appear in the results with the new set of solutions. Finally, it is possible to
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Table 2: Number of steps T and final success probability Pr as L increases for different sets of
m = 10 solutions.

L
Mm=10 PL,m=10

T Pr T Pr
100 147 0.849178 109 0.902339
200 293 0.889219 223 0.927680
300 511 0.871665 342 0.940301
400 747 0.908749 460 0.948348
500 965 0.930714 581 0.953927
600 1181 0.943863 700 0.958288
700 1407 0.951843 822 0.961646
800 1623 0.956787 941 0.964317
900 1857 0.959761 1063 0.966613
1000 2097 0.961896 1187 0.968522

Table 3: Values of m that do not have asymptotic and growing behaviors for the success proba-
bility as the density of solutions decreases.

L
Pr

m = 3 m = 4 m = 5
100 0.991433 0.986119 0.981772
200 0.988165 0.992391 0.990397
300 0.985744 0.993451 0.992697
400 0.984221 0.993206 0.993754
500 0.983418 0.992604 0.994283
600 0.983100 0.991933 0.994585
700 0.983081 0.991282 0.994717
800 0.983252 0.990683 0.994677
900 0.983548 0.990138 0.994557
1000 0.983927 0.989644 0.994392

conclude from these numerical results that the success probability is directly proportional to the
relative distance between solutions.

Regardless of whether or not a disturbed behavior exists for the first values of L, the success
probability had an asymptotic and growing behavior for higher values of L in all previous cases
discussed here. However, that is not true for all values of m. Table 3 shows the same investigation
of decreases in the density of solutions with the PL,m set again, but for m = {3, 4, 5}, and not
for m = 10 as before.

The qualitative behaviors found for these m values are not equal to the behaviors for both
m = 1, as reported in [23], and m = 10, as shown in Figure 4 and Table 2. In those m = 1 and
m = 10 cases, a disturbed behavior existed during a transition from small to high values of L,
and then the success probability improved continuously. However, m = {3, 4, 5} can be seen as a
kind of transition from small to high values from the perspective of the number of solutions m.
It suggests that the asymptotic and growing behavior for the success probability as the density
of solutions decreases is only guaranteed for values high enough of both L =

√
N and m.
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Figure 5: Final success probability as the density of solutions increases with the solutions fol-
lowing the PL,m set. The colored lines represent grids with different numbers L of vertices per
dimension.

4.3 Evaluation of Density Increasing with the New Set of Solutions

The density of solutions within the grid affects the final success probability achieved by the
LQW algorithm. We already analyzed decreases in the solution density by adding unmarked
vertices using both the Mm and PL,m sets. Regarding increases in the density of solutions, we
complement this analysis here using the PL,m set since results using the Mm set are found in [30].
Increases in the density of solutions occur by having more marked vertices in a fixed-size grid of
L x L.

Figure 5 shows the final success probability as a function of the number of solutions m for
grids with different numbers L of vertices per dimension. The colored lines represent the results
for grids with L varying from 100 to 1000 and with the number of solutions m = {1, 2, . . . , 10}
following the PL,m set.

As expected, because of the inversely proportional relation, the success probability decreases
as the density of solutions increases by having more solutions in the grid. However, these results
with the PL,m set also had that transitory phenomenon. There are intervals where a disturbed
behavior exists for all cases, and then the success probability tends to decrease continuously.

This result constitutes one more perspective that shows some uncertainty about the behavior
of the LQW algorithm with small values of some input parameters. Thus, it is more confident
to apply the LQW search algorithm in real scenarios where the input parameters are higher to
avoid all those disturbed behaviors.

5 Lackadaisical Quantum Walk on d-dimensional Grids

Marking a vertex as a solution in the two-dimensional case means that its coordinates x and
y satisfy the search problem when combined. Searching and retrieving only two values can
be a limitation because more than two quantities may be required to solve some applications.
The idea here is to expand the technique to search for solutions with an arbitrary number of
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dimensions, which implies walking through grids with higher than two dimensions. The new
capacity is supposed to expand the spectrum of applications of the LQW search algorithm. In
the following, the mathematical formalism is redefined, the self-loop weight l is adjusted, and
the stopping condition is revisited, all of this considering practical issues that arise in scenarios
with arbitrary dimensions.

5.1 Generalization to d-dimensional Grids

Here, the mathematical formalism is rewritten to the search with the LQW algorithm on grids of
higher dimensions. Fortunately, the generalization is straightforward from the two-dimensional
formulation, demonstrated in the following algebra. Besides that, we discuss some aspects in-
volving classical simulations of the generalized technique in grids of arbitrary dimensions.

Considering a grid with d dimensions, each vertex has 2d+ 1 possible directions of movement
because each dimension has a positive and a negative direction, and there is a self-loop attached to
the vertex. In a generalized way, the coin spaceHC is spanned by {|⇑1〉 , |⇓1〉 , . . . , |⇑d〉 , |⇓d〉 , |	〉},
where ⇑i and ⇓i represent the movements on the i-th dimension. The computational basis for
the space of positions HP is {|x1, . . . , xd〉 : xi ∈ [0, . . . , d

√
N − 1]}. Thus, the quantum walk

evolves on the space H = HC ⊗HP with these generalized reformulations.
The action of applying C1 = −C0 to the solutions and C0 to the other vertices can be replaced

by an oracle that is used first, followed by C0 acting on all vertices indistinguishably. Since the
oracle flips the signs of all m marked vertices, the overall effect is to apply −C0 to the marked
vertices and C0 to the others. Using an oracle, C does not need to be broken down into two
different coin operators, so C = C0. In a generalized form, the coin operator is now defined as
C = 2 |sc〉 〈sc| − I2d+1, where |sc〉 is the generalized distribution presented in Equation 6.

|sc〉 =
1√

2d+ l
(|⇑1〉+ |⇓1〉+ . . . + |⇑d〉+ |⇓d〉+

√
l |	〉) (6)

For the purpose of applying that coin operator C, the outer product |sc〉 〈sc| can be written
in the matrix form as follows:

|sc〉 〈sc| =
1√

2d+ l




1
...
1√
l


 ·

1√
2d+ l

(
1 . . . 1

√
l
)

=
1

2d+ l




1 . . . 1
√
l

...
...

...
...

1 . . . 1
√
l√

l . . .
√
l l


 .

Let |φ〉 be a quantum state of the generalized coin space HC , i.e., |φ〉 = (α1, . . . , α2d, α2d+1)T .
Thus, the application of the coin operator C in that generic quantum state is as follows:
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(2 |sc〉 〈sc| − I2d+1) |φ〉 = 2 |sc〉 〈sc| |φ〉 − I2d+1 |φ〉

= 2 · 1

2d+ l




1 . . . 1
√
l

...
...

...
...

1 . . . 1
√
l√

l . . .
√
l l







α1

...
α2d

α2d+1


−




1 . . . 0 0
...

...
...

...
0 . . . 1 0
0 . . . 0 1







α1

...
α2d

α2d+1




= 2 · 1

2d+ l




α1 + . . .+ α2d +
√
l · α2d+1

...

α1 + . . .+ α2d +
√
l · α2d+1√

l · (α1 + . . .+ α2d +
√
l · α2d+1)


−




α1

...
α2d

α2d+1


 .

Defining λ as:

λ =
1

2d+ l
(α1 + . . .+ α2d +

√
l · α2d+1),

the application of the coin operator C comes down to:

(2 |sc〉 〈sc| − I2d+1) |φ〉 =




2λ− α1

...
2λ− α2d

2λ
√
l − α2d+1


 .

It is precisely the result expected when the weighted Grover diffusion coin is applied. Since
λ is not the mean of the coin amplitudes, the inversion is about a mean that takes into account
the weight of the graph edges rather than the simple arithmetic mean [44]. All this worked out
also in the generalized form.

Regarding classical simulations, the coefficients α1, · · · , α2d must be handled in a flexible and
generalized way according to the total number of dimensions, besides considering the loop weight
appropriately to normalize the quantum state. It turns out that the simulation is similar to the
one developed by Wong [23], but considering the generalized relations stated here when it comes
to the coin operator.

About the flip-flop shift operator Sff , there is also no restriction to generalize it. The intuition
behind this operator is to transfer energy between vertices in a dimension-per-dimension way.
At a step, what is happening in one dimension for a vertex does not affect what is happening in
another dimension for the same vertex. For example, in each step, a vertex |v〉 stores on its state
|⇑i〉 the energy coming from the state |⇓i〉 of the vertex immediately following on the direction
⇑i, and vice versa. Note that, for that dimension, the others do not cause interference.

Therefore, the operator Sff can be generalized by acting on each dimension separately, as
presented in Equation 7. That pattern of dimension-wise energy transfer simplifies an abstraction
for a classical simulation. In each step, through a double for-loop, the implementation can
replicate the operation in each dimension one by one for each vertex.

Sff |⇑i〉 |x1, . . . , xi, . . . , xd〉 = |⇓i〉 |x1, . . . , xi + 1, . . . , xd〉
Sff |⇓i〉 |x1, . . . , xi, . . . , xd〉 = |⇑i〉 |x1, . . . , xi − 1, . . . , xd〉

(7)

As before, the energy stored in the self-loop remains unchanged after an application of the
flip-flop shift operator, i.e., Sff |	〉 |x1, . . . , xi, . . . , xd〉 = |	〉 |x1, . . . , xi, . . . , xd〉. Thus, no con-
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Table 4: Number of steps and final success probability for some cases in grids with higher than
two dimensions using l = 4m

N and the Pd,L,m set.

d L m T Pr
3 32 8 134 0.958805
4 16 4 257 0.888795
5 10 5 285 0.816259
6 8 4 441 0.739591

siderations are needed for generalization. As the space topology is torus-like because of the
periodic boundary conditions, the shift operates mod d

√
N .

Finally, the system begins in the uniform distribution between each of the N vertices of the
d-dimensional grid with the weighted superposition of coin states generalized in Equation 6. The
step where the simulation stops depends on a stopping condition. As we already demonstrated
in Section 3, the more appropriate stopping condition is to monitor the success probability
until achieving its maximum. Now, the LQW algorithm can be simulated on higher-than-two-
dimensional grids with multiple solutions.

5.2 Application on d-dimensional Grids

To conduct our experiments on d-dimensional grids, we locate the m solutions according to the
Pd,L,m set presented in Equation 8, which is a straightforward generalization of the PL,m set
already introduced in Equation 5. Therefore, each solution is a d-tuple, and the solutions are
equidistant on the grid’s main diagonal.

Pd,L,m =

{(⌊ L
m

⌋
i, · · · ,

⌊ L
m

⌋
i

)

d

∣∣∣ i ∈ [0,m− 1]

}
(8)

Experiments can be performed on grids of higher dimensions since the technique, the stopping
condition, and the solution setup are described. The number of steps T and the final success
probability Pr for some d-dimensional cases are presented in Table 4. Note that the success
probability decreases as the number of dimensions increases, suggesting that the LQW algorithm
is ineffective in higher-than-two-dimensional scenarios.

Although L and m varied in the cases presented in Table 4, the density of solutions was small
enough and the relative distance between solutions was high enough to not affect substantially
at all. Thus, the final success probability deteriorated strictly due to increases in d. Those
deteriorated results were found setting l = 4m

N for being the optimal l on 2D grids, at least
for the best cases of solution densities. It makes room to search for even better adjustments
of the self-loop weight since research efforts have already demonstrated how critical adjusting
l is [23, 30]. The following experiment aims to verify whether another optimal value of l for d
higher than two exists.

As demonstrated in [23], l is inversely proportional to the number of vertices N . At the same
time, l is directly proportional to the number of solutions m [30]. Thus, the value of l depends
on the density of solutions ρ, where ρ = m

N . Preserving the relations found by those works, we
search for new fits of l in the form l = ρ · a, where a is a multiplicative factor. From those
previous works, the value of a would be 4, but we already showed in Table 4 that the LQW
deteriorates as d increases with such a value of a.

Figure 6a and Figure 6b show the final success probability as a function of that multiplicative
factor a for the 3D and 4D cases presented in Table 4, respectively. The result for a = 4 is marked
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Figure 6: Final success probability as a function of a for the self-loop weight in the form l = ρ ·a.
To the left, results for the 3D case with L = 32 and m = 8. To the right, results for the 4D case
with L = 16 and m = 4. The black dot marks the results for a equal to 4, while the red dot
marks the best overall result found.

by the black dot, while the red dot marks the best overall result in the search. In both cases,
a = 4 is not optimal because other values generated better success probabilities. The best overall
result of each case could generate success probabilities near 1, while its distance to the a = 4
gets larger when d increases.

Regarding the other cases presented in Table 4, the best overall results in the search generated
success probabilities of 0.999933 for the 5D case and 0.999986 for the 6D case. In this way, it is
possible to conclude that the LQW algorithm can generate satisfactory results when applied in
grids with higher than two dimensions with multiple solutions. The results reported in Table 4
deteriorated because a equal to 4, proposed by previous works, is optimal only in the restricted
2D case.

Moreover, our results revealed a pattern. The best values of a found in the search were 6 for
the 3D case, 8 for the 4D case, 10 for the 5D case, and 12 for the 6D case. Thus, the experimental
results suggest that the optimal value of a is 2 · d, so the optimal value of l for d-dimensional
grids is l = ρ · 2d = 2dm

N . In the 2D case, l = ρ · 2 · 2 = 4m
N , as proposed in previous works.

More experimental evidence is presented in Table 5, which compares results obtained using the
l proposed in previous works (l = 4m

N ) with the ones obtained using the l proposed in this work

(l = 2dm
N ), for a variety of cases in higher than two dimensions.

For all cases, l = 2dm
N generated success probabilities near to 1, while l = 4m

N generated
inferior results that deteriorated further as d increased. For the cases presented in Table 5, not
only experiments with those two fits of l were made, but no other adjustment surpassed the result
of using l = 2dm

N , indicating that it is the optimal value for d-dimensional grids with multiple
solutions.

Therefore, this work becomes part of the community efforts that developed the LQW al-
gorithm by adjusting the self-loop weight optimally for different scenarios, as summarized in
Table 6. When there is a single solution in the search space, the optimal self-loop weight is
l = 2

N for 1D grids [31] and l = 4
N for 2D grids [23]. For vertex-transitive graphs in general,

l = V
N is the optimal value, where V is the valency of the graph [28]. In contrast, the optimal
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Table 5: Number of steps and final success probability for some d-dimensional grids using the
value of l proposed in previous works, l = 4m

N , and the value proposed in this work, l = 2dm
N .

d L m
l = 4m

N l = 2dm
N

T Pr T Pr
3 32 4 187 0.959003 171 0.999531
3 64 8 381 0.959096 348 0.999736
4 16 2 364 0.888818 315 0.999912
4 30 3 1048 0.88888 907 0.99999
5 10 2 453 0.816318 377 0.999982
5 15 5 784 0.816322 658 0.999991
6 8 2 593 0.731387 600 0.999994
6 10 10 541 0.73811 525 0.999986
7 6 6 388 0.692785 354 0.99999
8 4 2 247 0.637346 295 0.999979

Table 6: Optimal self-loop weight proposed in different works that developed the LQW algorithm
to search distinct scenarios. Basically, the graph structure defines each scenario. The scenarios
are also characterized depending on the existence of a single solution or multiple solutions.

Work Graph Structure Solution Self-Loop Weight
Giri and Korepin [31] 1D grid Single l = 2

N
Wong [23] 2D grid Single l = 4

N

Rhodes and Wong [28] Vertex-transitive Single l = V
N

Souza et al. [38] Hypercube Multiple l = dm
N

Saha et al. [32] 2D grid Multiple l ≈ 4
N(m+1)

Nahimovs [30] 2D grid Multiple l = 4(m−O(m))
N

Nahimovs and Santos [34] 2D grid Multiple l = Vm
N

This work dD grid Multiple l = 2dm
N

value is l = dm
N when searching for multiple solutions on d-dimensional hypercubes [38].

Regarding 2D grids again, the adjustment l ≈ 4
N(m+1) is required if the multiple solutions are

arranged as a block [32]. In contrast, l = 4(m−O(m))
N is the optimal value for arbitrary placements

of the solutions [30]. Searching for multiple solutions on 2D grids with different valencies V
requires the value l = Vm

N to achieve optimal results [34]. This work, in turn, developed the
LQW algorithm to a scenario that was not covered in previous works. The optimal fit of l
proposed here, l = 2dm

N , successfully enables the LQW algorithm to search for multiple solutions
on d-dimensional grids.

5.3 Stopping Condition Revisited

As shown in Section 3, the more appropriate and natural choice of stopping condition is to
monitor the probability evolution about the m marked vertices until this quantity achieves its
maximum. The maximum is determined by finding a step whose success probability is smaller
than the immediately previous one. That approach assumes a function that increases monoton-
ically, achieves its maximum, and decreases monotonically after that maximum. However, it is
not the case in some examples on grids with higher than two dimensions.

Table 7 shows four exceptional cases that stopped at a considerably premature step by using
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Table 7: Number of steps and final success probability for d-dimensional cases that prematurely
stopped using both the value of l proposed in previous works, l = 4m

N , and the value proposed

in this work, l = 2dm
N .

d L m
l = 4m

N l = 2dm
N

T Pr T Pr
5 10 2 24 0.009348 24 0.009374
5 15 3 24 0.001847 24 0.001848
5 15 5 14 0.001108 14 0.001108
7 6 6 6 0.000878 6 0.000878
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Figure 7: Success probability during the first 100 steps on the 5D grid with L = 10, m = 2, and
the value of l proposed in this work, which is l = 2dm

N .

as criterion finding a step whose success probability is smaller than the immediately previous
one. We still considered the value of l proposed in previous works (l = 4m

N ), although it is not

optimal for d-dimensional grids, as well as the optimal value of l found in this work (l = 2dm
N )

to assess that those premature stops are not related with the choice of the self-loop weight. As
can be seen, regardless of the value of l, each case stopped at the same premature step and,
consequently, with a highly unsatisfactory success probability.

To evaluate whether or not the system can evolve further, even though the stopping condition
is satisfied too early, we stored the success probabilities during 100 steps of the LQW algorithm
with l = 2dm

N for the first case presented in Table 7, which is the 5D grid with L = 10 and
m = 2. Figure 7 shows such a system evolution. Qualitatively, the success probability improves
continuously as more steps are performed, but there is a kind of fluctuation in the process.
However, this fluctuation has a meaning.

Ambainis et al. [14] mathematically proved that two steps of a particular quantum walk search
algorithm give precisely one step of Grover’s algorithm. It turns out, in every two steps, the
first is an intermediary step to the actual amplitude amplification generated by the second step
of the quantum walk. That quantum walk occurred on a complete graph with a non-weighted
self-loop for each vertex.

The result we showed in Figure 7 is supposed to be an experimental demonstration of that
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two-to-one relation between quantum walks and Grover’s algorithm steps. Interestingly, we used
a quantum walk with weighted self-loops on grids with higher than two dimensions and not a
quantum walk with non-weighted self-loops on a complete graph as used in [14]. Nevertheless,
there are similarities because both quantum walk approaches apply a Grover diffusion coin and
the flip-flop shift operator Sff subsequently.

The practical implication in terms of the stopping condition is that the success probabilities of
adjacent steps must not be compared anymore. As shown explicitly in Figure 7, considering two
adjacent steps, one of them is an intermediary step subject to fluctuations. Instead of comparing
with the immediately previous step, the solution is to compare with the penultimate step.

In this way, the simulation stops in the step whose success probability is smaller than the
one of the penultimate step, and the success probability of that penultimate step is reported as
the maximum found. This is enough to conceive a more robust stopping condition capable of
escaping the premature stops reported in Table 7. To obtain those results reported in Table 5,
the stopping condition needs this slight modification, especially for these exceptional cases.

6 Final Remarks

This research addressed the LQW search algorithm and its capabilities from an experimental
point of view. We aimed to understand properties and existing limitations more clearly, in
addition to contributing to a better quantum-walk-based solver of search problems.

In this way, first, we demonstrated that different stopping conditions used in previous works
are not interchangeable. Calculating the absolute value of the inner product 〈ψ(t)|ψ(0)〉 implies
prematurely stops. Instead, the real value must be used. After choosing the stopping condition
correctly, we demonstrated that the final success probability is inversely proportional to the
density of solutions and directly proportional to the relative distance between solutions. However,
those relations are guaranteed only for high values of the input parameters. We showed disturbed
behaviors in a transition between small to high values of the input parameters from different
perspectives.

Consolidating the work, we generalized the LQW algorithm to search for multiple solutions on
grids of arbitrary dimensions, not only on the restricted 2D case. However, a new adjustment for
the self-loop weight is necessary to obtain successful searches. The experiments we made allow
concluding that l = 2dm

N is the generalized and optimal value of l for d-dimensional grids with
multiple solutions. The fits proposed in previous works are only a specific case where d equals 2.
The investigations on d-dimensional grids also clarified a two-to-one relation between the steps
of the LQW and the ones of Grover’s algorithm. An actual amplitude amplification occurs at
every two steps, where the first is an intermediary step subject to numerical fluctuations. A
fluctuation-tolerant stopping condition is obtained by comparing the success probabilities of the
current step and the penultimate step, not between subsequent steps.

Future works should mathematically define upper and lower bounds considering the impacts
of multiple solutions stated here. Those impacts of solution densities and relative distances should
be studied for solutions randomly sampled from some probability distributions. Another possible
direction is to investigate the symmetry breaking [46] that nonhomogeneous self-loop weights can
cause on grids of arbitrary dimensions with multiple solutions. Inspired by the use of multiple
quantum search agents to find optimal solutions for multiobjective optimization problems [47],
one more future direction could be to combine the evolution of multiple lackadaisical quantum
walkers in the grid. Mathematically or numerically estimated, the number of steps T to the
maximum amplitude amplification should be defined a priori since it establishes the step where
the measurement should occur when executed in quantum devices.
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Then, theoretically, the LQW algorithm will be available to execute in quantum devices, en-
suring high success probabilities on d-dimensional grids with multiple solutions. In practice, the
LQW implementation will still need to deal with limitations in the existing quantum hardware.
Inspired in [48], future works should implement the LQW algorithm on the available quantum
computers. Finally, the LQW algorithm should be applied to solve search problems, like the
optimization of artificial neural networks, where quantum meta-heuristics of search can be used
to tune learning rates [49]. Moreover, the successful application of the LQW algorithm to trans-
fer quantum states on complete bipartite graphs [50] encourages its application for quantum
communication on grids.
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